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The hemispherical nature of heterogeneities of the isotropic velocity and attenuation of the inner core 
has been extensively studied by seismic observations, but consensus on the character of the boundary 
between two hemispheres has not yet been achieved. To investigate the hemispherical boundary in 
detail, we analyze core phase data whose ray paths propagate beneath the northern Pacific. We employ 
a waveform inversion approach based on simulated annealing to measure the differential traveltime 
and the attenuation parameter of the core phases. Measured differential traveltimes for data from 
European stations for events in the Fiji-Tonga region show positive anomalies consistent with the eastern 
hemisphere model, while those from USArray for events in Indonesia show relatively small values. Ray-
theory based forward modeling of the differential traveltimes is conducted by varying the shape and the 
transition width of the boundary. An arc-like shape boundary that connects points (0◦N, 159◦W) on the 
equator and (79◦N, 110◦E) in far north with a transition width of ∼600 km best explains the observed 
differential traveltimes rather than a sharp boundary. This model also accounts for the observed variation 
of attenuation parameters.

© 2019 Elsevier B.V. All rights reserved.
1. Introduction

The existence of the hemispherical heterogeneity in the top-
most of the Earth’s inner core, fast velocity and high attenuation 
in the eastern hemisphere and slow velocity and low attenua-
tion in the western hemisphere, has been widely recognized by 
many seismological studies (e.g. Tanaka and Hamaguchi, 1997;
Wen and Niu, 2002; Cao and Romanowicz, 2004; Yu and Wen, 
2006). While this characteristic feature would be a piece of clar-
ification for the dynamics of the inner core, full understanding 
of the hemispherical structures is not yet achieved. With expand-
ing seismic networks, however, the coverage of the sampling re-
gion of seismic data is dramatically extended. Hence, more com-
plex heterogeneities of the inner core have been increasingly re-
vealed by recent studies in terms of the lateral regional varia-
tion of the velocity and attenuation structure (e.g. Tanaka, 2012;
Cormier and Attanayake, 2013; Iritani et al., 2014a; Attanayake et 
al., 2014; Pejić et al., 2019) and frequency dependence of attenua-
tion (Iritani et al., 2014b), and also in terms of the lateral variation 
of anisotropy (Irving and Deuss, 2015).

In addition to the depth profiling of the velocity and attenua-
tion structure, delineating the transition structure over two hemi-
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spheres, i.e. the hemispherical boundary, may provide another im-
portant clue for constraining the inner core dynamics. Tanaka and 
Hamaguchi (1997), who first reported the presence of the hemi-
spherical structure, proposed a spherical harmonic expansion of 
the hemispherical boundary by measurements of the differential 
traveltime of PKIKP and PKPbc (Fig. 1a) that are sensitive to the 
top 350 km of the inner core. In latter studies based on global data 
analysis of the same phases, however, the reported hemispherical 
boundaries (assumed to be on meridians) have inconsistencies in 
terms of their locations in the range from 14◦E to 60◦E beneath 
Africa and from 160◦E to 151◦W beneath Pacific (e.g. Garcia and 
Souriau, 2000; Garcia, 2002; Irving and Deuss, 2011). As for re-
gional studies for the northern Pacific utilizing PKIKP and PKPbc, 
Miller et al. (2013) proposed a boundary at a longitude of 173◦E 
± 4◦ in latitudes greater than 60◦N for the top ∼200 km of the in-
ner core, and Yu et al. (2017) at a longitude of 160◦W. Note that, in 
these studies, only the position of the boundary is estimated, and 
the nature of the velocity transition between two hemispheres is 
not investigated.

For the study of the top 100 km of the inner core employing 
PKIKP and PKiKP (a core phase reflected at the inner core boundary 
(ICB)), Waszek et al. (2011) and Waszek and Deuss (2011) ana-
lyzed global datasets to propose sharp (i.e. step-like) hemispherical 
boundaries on meridians at longitudes of 173◦W and 10◦E. They 
also reported that both boundaries shifted eastward with depth. 
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On the other hand, Ibourichene and Romanowicz (2018) recently 
reported a western-hemisphere-like feature of the differential trav-
eltime anomalies in the North polar region that belongs to the 
eastern hemisphere for some of the models with boundaries on 
meridians that leaves some inconsistencies among observations 
even for the shallower depth range.

As for the explanation for the hemispherical heterogeneities, 
several geodynamical models have been proposed. One class of 
models indicate that a differential growth rate of the inner core 
driven by thermal heterogeneities at the lowermost mantle re-
sults in lateral heterogeneities at ICB (Sumita and Olson, 1999;
Aubert et al., 2008; Gubbins et al., 2011). According to this class 
of models, the fastest growth occurs beneath Southeast Asia, cor-
responding to the eastern hemisphere. Another class of models 
proposes that a grain growth due to translational convection of 
the inner core material from a solidifying side (the western hemi-
sphere) to a melting side (the eastern hemisphere) (Monnereau 
et al., 2010; Alboussière et al., 2010). Geballe et al. (2013) sug-
gested, by conducting numerical simulations, that the translational 
model might be able to explain the sharp hemispherical bound-
ary as observed in Waszek et al. (2011). Translational convection 
in the inner core, however, could occur under very limited vis-
cosity conditions (Deguen, 2012; Mizzon and Monnereau, 2013;
Deguen et al., 2013). Moreover, more buoyancy to drive convection 
in the core is expected in the opposite hemispheres for these mod-
els. Further observational evidence to constrain the inner core’s 
physical state and growth process is required to understand the 
dynamics of the inner and outer core.

Here, we investigate a transition structure of hemispherical het-
erogeneity of the inner core beneath the northern Pacific. We 
apply an array-based waveform inversion (Iritani et al., 2010;
Iritani et al., 2014a) to core phase data that propagate the target 
region to investigate the location and shape of the hemispherical 
boundary as well as its sharpness.

2. Data

We analyze the vertical component of broadband core phase 
data. Core phases are categorized by traveling regions in the Earth’s 
core, PKIKP that travels in the inner core and PKP that travels 
only in the outer core. PKP phases are also distinguished as PKPab 
and PKPbc depending on the associated traveltime curve branches 
(Fig. 1a). The data set used in this study consists of two directional 
event-station pairs, seismograms observed by permanent European 
stations (hereafter referred to as EUArray) for events in the Fiji-
Tonga region and USArray for events near Indonesia. We select 
event data containing PKIKP and PKP (i.e. the epicentral distance 
between 145–155 degree) with Mw greater than 5.7 in the term 
of 2009–2018. We discard low S/N ratio data and resultant wave-
forms consist of 2,108 and 1,172 traces for EUArray and USArray, 
respectively. These seismograms are collected from the Data Man-
agement Center of IRIS. The distribution of events and stations and 
corresponding ray paths are shown in Fig. 1b. The sampling area of 
the inner core is from middle Asia to Pacific in the northern hemi-
sphere. The propagation angles from the Earth’s rotation axis for all 
event-station pairs are larger than 40 degrees and can be consid-
ered as equatorial paths that are not affected by anisotropy of the 
inner core. Each waveform is filtered by a second order zero-phase 
Butterworth band-pass filter between 0.5–1.5 Hz and therefore has 
a dominant frequency of 1 Hz.

3. Observations

3.1. Traveltime measurement

We employ a nonlinear waveform inversion based on sim-
ulated annealing (SA) (cf. Garcia et al., 2004; Iritani et al., 2010; 
Fig. 1. (a) Ray paths of core phases, PKIKP, PKPbc and PKPab. (b) PKIKP ray paths 
in the inner core used in this study (bold lines). Stars and triangles represent the 
location of events and stations. Blue and red colors denote the data observed by sta-
tions in Europe and the US, respectively. The black solid line and green dashed line 
denote the hemispherical boundaries proposed by Tanaka and Hamaguchi (1997)
and by this study, respectively. (For interpretation of the colors in the figure(s), the 
reader is referred to the web version of this article.)

Iritani et al., 2014a). This method optimizes model parameters to 
explain observed array data using the SA algorism (cf. Sen and 
Stoffa, 1995) and allows analyzing waveforms that contain sev-
eral target phases that share a common input wavelet. As the 
detail of this method is described in Iritani et al. (2010) and 
Iritani et al. (2014a), we mention only the essence of the method 
here.

As this method is applied for each event-array pair data set, 
three core phases in each seismogram can be parameterized by a 
common incident waveform among whole array data set, and pa-
rameters of amplitude and traveltime for each phase. Additionally, 
an attenuation operator is convolved in the modeling of PKIKP to 
take into account the attenuation effect of the inner core. After 
initializing all parameters, the process to minimize the residual 
between observed and modeled waveforms computed with per-
turbed parameters is executed according to the SA algorithm. In 
initializing traveltime parameters, we use theoretical traveltimes 
of three phases computed for the reference velocity model, AK135 
(Kennett et al., 1995).

For the measurement of traveltime, as the ray paths of PKIKP 
and PKPbc are similar in the crust and mantle, the difference be-
tween PKIKP and PKP is conventionally considered as due to the 
heterogeneity in the inner core (Fig. 1a). In this study, travel-
times of PKIKP (tPKIKP) and PKPbc (tPKPbc) are used for the cal-
culation of the differential traveltime between PKIKP and PKPbc, 
dt = tPKPbc − tPKIKP. Then, the residual between observations (dtobs) 
and theoretical differential traveltimes computed for the AK135 
model (dtcal) is defined as the differential traveltime anomaly, 
�tobs = dtobs − dtcal. Examples of the waveform inversion for EU-
Array and USArray are presented in Fig. 2. Model waveforms well 
explain observed data even for a distance range where three core 
phases overlap each other (145–147◦) and observed traveltimes 
suggest faster arrivals of PKIKP phase in EUArray than those in 
USArray. The measured differential traveltime anomalies and at-
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Fig. 2. Examples of the waveform inversion analysis. (a) A record section observed by EUArray for a MW 6.4 earthquake in Fiji (4 May 2014). Seismograms are aligned with 
the theoretical traveltime of PKPbc. (b) Comparison between observed (red) and model waveforms (blue). Black dashed line and green dots denote theoretical and observed 
traveltimes of PKIKP. (c) The same as (a) for USArray data (a MW 6.2 earthquake in Indonesia on 25 Jan. 2014). (d) The same as (b) for USArray data. Although PKPab phases 
are employed in the actual waveform analysis, we mainly show PKIKP and PKPbc here for the presentation purpose.
tenuation parameters are shown in Figs. 3a–3d for EUArray and 
USArray data. EUArray data indicate positive traveltime anomalies 
that are consistent with the eastern hemisphere velocity model 
of Iritani et al. (2014a) (Fig. 3e), while USArray data show rela-
tively small (or no) anomalies (Fig. 3c). These observations suggest 
that the data of EUArray mainly samples the eastern hemisphere 
and those of USArray are affected by both hemispheres. On the 
other hand, attenuation parameters for both arrays in Fig. 3d show 
a similar feature suggesting high attenuation consistent with the 
model values computed with the attenuation model for the east-
ern hemisphere of Iritani et al. (2014a) (Fig. 3f).

Fig. 4 represents the distribution of differential traveltime 
anomalies at the turning points of PKIKP ray paths for EUArray 
and USArray: Figs. 4a and 4b are map-views and Figs. 4c–4e and 
Fig. 4f–4h are cross-sections projected onto a great-circle plane 
denoted by green lines, O –O ′ and P –P ′ , in Figs. 4a and 4b. The 
cross-sections on O –O ′ , which is nearly orthogonal to the re-
ported hemispherical boundary, show different features for two 
array data in a range 60–80 angular distance from the western 
edge of the plane (O in Figs. 4a and 4c): large positive anoma-
lies gradually become smaller toward the eastern side for EUArray 
data (Fig. 4c), while positive and negative anomalies are mixed for 
USArray data (Fig. 4d, e). On the other hand, the cross-sections on 
P –P ′ , which is sub-parallel to the boundary, do not show system-
atic distribution of differential traveltime anomalies (Figs. 4f–4h). 
This indicates that traveltime anomalies of two-array datasets are 
affected differently by two hemispheres that help constraining the 
nature of the hemispherical transition in the studied area.

3.2. Delineating the hemispherical boundary

To explain the observed differential traveltime anomalies, we 
conduct ray theory based forward modeling of traveltime by vary-
ing the position of the hemispherical boundary and its shape as 
follows. We define a coordinate on the Earth’s surface with con-
sidering the ellipticity of the Earth by setting the origin of the 
coordinate at the longitude of 110◦E on the equator (O in Fig. 5) 
and considering two variable points on the equator and the north-
ern part of the meridian at 110◦E (Z and Y in Fig. 5). Then, for 
a given azimuth θ measured from the equator, we put X(θ) at an 
intersection point of a meridian at Z and a line along the minimal 
length path with θ from O . Finally, the new hemispherical bound-
ary is defined by the trajectory of a point on the same minimal 
length path, X ′(θ), defined as to have the distance between X(θ)

and X ′(θ), X X ′(θ) by

X X ′(θ) = Y N

(
Z X(θ)

Z N

)2

, (1)

where N is the North Pole, and Y N , Z N and Z X(θ) are distances 
from Y to N , Z to N and Z to X(θ), respectively. With this def-
inition, X X ′(θ), becomes 0 when θ = 0◦ and Y N when θ = 90◦ . 
The boundary becomes a meridian at a longitude of Z when Y lo-
cates at a latitude of 90◦ (the North Pole) and otherwise becomes 
an arc-like-shape. Once a boundary is defined with given a lon-
gitude of Z and a latitude of Y , theoretical differential traveltime 
anomalies (�tcal) can be computed based on the ray theory as the 
following,

�tcal =
∫

east

δseastdl +
∫

west

δswestdl (2)

where δseast(west) is the slowness perturbation relative to AK135 
in the eastern (western) hemisphere and dl is the length of an 
infinitesimal segment along the ray path. Note that 1-D velocity 
models estimated in Iritani et al. (2014a) are used for computation 
of the slowness perturbation in both hemispheres. Then, we cal-
culate a root-mean-square (RMS) of residuals between theoretical 
traveltime anomalies and observed ones for all data as,

RM S =
√√√√ 1

N

N∑
i=1

(�tobs − �tcal)
2
i (3)

where i is an index of an event-station pair and N is the total 
number of data.

We conduct a grid search to find an optimal boundary in the 
range of 170◦E–150◦W for the longitude of Z and 70◦N–90◦N for 
the latitude of Y with a 1◦ interval. Fig. 6 shows the distribution 
of RMS residuals in the studied range. The minimum RMS value 
is obtained at the longitude of 159◦W for Z and the latitude of 
79◦N for Y . We estimate error bars using the bootstrap technique 
(cf. Efron and Tibshirani, 1993) by randomly resampling traveltime 
anomalies among all observation allowing overlaps. We apply the 
same grid search process for each of 1,000 resampled data sets, 
and standard deviations of the optimal longitudes of Z and Y as 
±3.2◦ and ±1.9◦ , respectively. The data set of EUArray is about 
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Fig. 3. (a) Observed differential traveltime anomalies referenced to AK135 and (b) attenuation parameters for EUArray (blue) and USArray data (red) as a function of the 
epicentral distance. (c) Averaged differential traveltime anomalies and (d) attenuation parameters for a distance bin of 1◦ . Thick lines in (c) and (d) represent model values 
computed for (e) velocity models and (f) attenuation models of the inner core studied in Iritani et al. (2014a).
twice larger than that of USArray. To evaluate a possible bias in the 
result due to the different amounts of two datasets, we conduct 
the same analysis for randomly reduced EUArray data that have 
the same number of seismograms with USArray data. We tested 
with 10 such reduced EUArray data and the original USArray data, 
and obtained the same result as that of the whole datasets, con-
firming the robustness of the result. Moreover, to evaluate the con-
sistency of two array data, we perform the same analysis for each 
dataset separately; the resultant optimal hemispherical boundaries 
with single-array data are within the error bars from that with the 
whole datasets, which indicates that individual array data do con-
strain the boundary location and are consistent with each other.

3.3. Sharpness of the hemispherical boundary

To investigate the transitional nature of the hemispherical 
boundary, we further conduct a grid search by varying the width of 
the hemispherical velocity transition. As a structure of the transi-
tion, a linear variation of the velocity from the eastern hemisphere 
to the western hemisphere is assumed. First, we fix the hemi-
spherical boundary as the optimal boundary, the arc-like boundary 
extending from 79◦N, 110◦E to 0◦N, 159◦W, obtained in Sec-
tion 3.2 (hereafter referred to as the best (sharp) boundary). Then, 
we define a width of velocity variation as an angular distance at 
the ICB, and velocity structures are linearly connected between 
two hemispheres within a given width at each depth of the in-
ner core (Fig. 7a). In the grid search process, we vary the width 
from 0 to 50-degree angular distances with a 2-degree interval. 
Note that the corresponding distance for 2 degrees at the ICB is 
about 42 km, and the boundary becomes a velocity jump (sharp 
boundary) from the eastern to the western structure for the case 
of a 0-degree wide transition. Next, we compute differential trav-
eltimes using equation (2) considering a linear variation of the 
velocity structure for a given transition width to estimate the RMS 
residual denoted in equation (3). In computing RMS residuals, we 
count for only ray paths that are affected by the transitional vari-
ation for the largest width in the investigated range, i.e. only ray 
paths that sample the region within ±50 degrees from the best 
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Fig. 4. The distribution of measured differential traveltime anomalies at the turning point of PKIKP: (a) a map-view for EUArray data, (b) a map-view for USArray data. 
Thin solid lines are ray paths of PKIKP in the inner core and ranges traveling in the top 100 km of the inner core are colored by yellow and ranges traveling in deeper 
than 100 km are colored by gray. The black dashed line denotes the hemispherical boundary obtained in this study. (c) A cross-section for EUArray data projected onto the 
great-circle plane from O to O ′ in (a) and (b). (d) A cross-section for USArray data similar to (c). (e) The same plot as (d) focused on the distance range from 55◦ to 85◦ . 
(f) A cross-section for EUArray data projected onto the great-circle plane from P to P ′ in (a) and (b). (g) The same plot as (f) focused on the distance range from 30◦ to 65◦ . 
(h) A cross-section for USArray data similar to (f).
boundary are counted. Note that this applies to about 60% of EU-
Array data and all for USArray data. Fig. 7b shows the variation 
of RMS residuals for variable boundary transition width. The error 
bars of RMS residuals are estimated by the bootstrap as done in a 
similar way in Section 3.2.
As a result, the minimum RMS residual is obtained at the width 
of ∼600 km (28-degree angular distance), suggesting that a grad-
ual transition over two hemispheres is better to explain observed 
differential traveltime anomalies rather than a sharp (step-like) 
boundary. The Fresnel zone of PKIKP with a dominant frequency 
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Fig. 5. The definition of the hemispherical boundary in this study. O is the origin of 
the coordinate at (0◦N, 110◦E) on the equator. N denotes the North Pole. Z and Y
are variable points moving on the equator and on the meridian at 110◦E. X and X ′
respectively denote points on the meridian at the longitude of Z and the defined 
boundary at an azimuth θ measured from the equator.

of 1 Hz is approximately ∼300 km wide (e.g. Calvet et al., 2006), 
and therefore, ∼600 km width of the velocity transition should 
be resolved. The RMS value reduction from 0 km width of tran-
sition to ∼600 km width is ∼0.022 s that is more than 10% of 
the RMS and significant. For the discussion of the transition width, 
we also compute residuals for boundaries corresponding to the 
end points of error bars in Fig. 6 (shown by the thinner lines in 
Fig. 7b). The variation depending on the latitude of Y shows larger 
RMS variation than that on the longitude of Z , and ±2◦ error of 
Y (Fig. 6) roughly corresponds to ±100 km of the width of the 
hemispherical transition. On the other hand, in terms of error bars 
of RMS for the best boundary cases (the red thick line in Fig. 7b), 
the error bar at 600 km width covers RMS values from 500 km 
width to 700 km width. From the results obtained in this analy-
sis, we conclude that an arc-like boundary extending from 79◦N, 
110◦E to 0◦N, 159◦W with 600 km width transition is the optimal 
hemispherical boundary model (hereafter referred to as the best 
transitional boundary model) and ±100 km uncertainty of width 
would be reasonable for the error estimates of boundary sharp-
ness.
Fig. 6. RMS residuals between observed and calculated differential traveltime 
anomalies as functions of the longitude of Z and the latitude of Y shown in Fig. 4. 
The white cross symbol represents the minimum RMS point with error bars of Z
and Y estimated by the bootstrap.

In Fig. 8, the best transitional boundary model is presented as 
a lateral velocity variation on the ICB (Fig. 8a) and as a depth 
section (Fig. 8b). The shape of the boundary is generally larger 
and more elongated along the equatorial direction than the cir-
cular boundary proposed by Tanaka and Hamaguchi (1997) (see 
Fig. 1b). As for the radial variation, the trajectory of the same 
velocity perturbation shifts with depth toward away from the 
boundary, i.e. toward the center of each hemisphere, as seen for 
0.1% and 0.3% velocity perturbation lines in Fig. 8b. In Figs. 8c 
and 8e, the absolute value of the misfit between observations 
and theoretical traveltime anomalies for the best sharp boundary 
model, |�tobs − �tcal(Sharp)|, and for the best transitional bound-
ary model, |�tobs − �tcal(Transitional)|, are plotted as a function 
of azimuth (measured from East; cf. Fig. 5), and averaged over a 
10◦ azimuthal bin. It can be confirmed that, in both array data, 
Fig. 7. (a) The definition of a linear transitional velocity structure. (top) The lateral variation of velocity perturbation at an arbitrary depth of the inner core. (bottom) A cross 
section of the velocity structure on the orthogonal plane to a hemispherical boundary. Gray dashed lines denote the width of the velocity transition. (b) The RMS residuals 
as a function of the transition width. Red plots with error bars represent the best boundary obtained in Section 3.2. Thinner lines are for boundaries defined by maximum 
and minimum points of the error bars for Y and Z shown in Fig. 5; [Y latitude, Z longitude] = [77◦N, 159◦W] (blue), [81◦N, 159◦W] (cyan), [79◦N, 162◦W] (orange), [79◦N, 
156◦W] (magenta).
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Fig. 8. (a) The lateral velocity perturbation of the proposed model at the ICB. The black line is the best boundary obtained in this study. (b) The cross-section of the velocity 
perturbation on a plane orthogonal to the best boundary, as a function of the angular distance from the boundary (the black solid line). The black dashed lines correspond 
to the width of the velocity transition. The gray solid and dashed lines represent contours at ±0.1% and ±0.3% of velocity perturbations. The color bar below (a) and (b) is 
common for both figures. (c) Azimuthal variation of the residuals of differential traveltime anomalies is compared for the best sharp boundary (blue) and the best transitional 
boundary (red) for EUArray data. Averages of absolute residuals for an azimuth bin of 10◦ are plotted. (d) The cross-section of the difference of misfits of two best boundary 
models at turning depths of PKIKP for EUArray data. The cross-section plane is shown by the green line (same as O –O ′ in Fig. 4a, b) in (a). The black solid and dashed lines 
indicate the best boundary and the transitional velocity width. Note that the cross-section plane is the same as in Figs. 4c–4e, and red (blue) color denotes the preference of 
the transitional (sharp) boundary model. (e) The same figure as (c) for USArray data. (f) The same figure as (d) for USArray data.
the best transitional boundary model shows smaller misfit than 
the best sharp boundary and no systematic bias is seen except for 
the azimuth range of 60◦–80◦ in EUArray (Fig. 8c) where most of 
the rays propagate mainly in the eastern hemisphere of the in-
ner core and are not affected by the boundary. Figs. 8d and 8f
represent cross-sections of the difference of misfits of two bound-
ary models, |�tobs − �tcal(Transitional)| − |�tobs − �tcal(Sharp)|, 
at the turning point of PKIKP ray paths onto a great-circle plane 
shown by the green line in Fig. 8a (and O –O ′ in Fig. 4a, b). In 
this definition of misfits, red (blue) color plots in Figs. 8d and 8f
represent the preference of the best transitional (sharp) bound-
ary model. The population of the negative value (red) is much 
higher than the positive value (blue), and this indicates that the 
best transitional boundary model better explains the observations 
in the region near the boundary. Note that, with the assump-
tion of the linear transition, the differential traveltime anomaly 
has a substantial sensitivity to the shallow (<∼100 km) struc-
ture as there is a larger velocity contrast in the shallow depths 
between the two hemispheres’ models (Fig. 3e) and the analyzed 
shallow ray-paths cover significant portions of two hemispheres 
(Fig. 4a, b).
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Fig. 9. Comparison of observed and model values for the differential traveltime anomaly (a) and the attenuation parameter (b). Blue and red plots with thin lines denote 
observed values for EUArray and USArray (the same plot in Fig. 3a, b), and cyan and magenta plots with thick lines represent model values. Averaged values for a distance 
bin of 1◦ are plotted.
Fig. 9 shows the comparison of observations and model val-
ues with the best transitional boundary model for the differen-
tial traveltime anomalies (Fig. 9a) and the attenuation parameters 
(Fig. 9b). Note that the attenuation parameter is computed by a 
similar way for the differential traveltime anomaly (equation (2)) 
as follows,

t∗
cal =

∫
seast

Q east
dl +

∫
swest

Q west
dl (4)

where seast(west) and Q east(west) are slowness and attenuation struc-
tures of Iritani et al. (2014a) (Figs. 3e and 3f). As for the attenu-
ation structure, the sampling region of analyzed ray paths in the 
western hemisphere is corresponding to WH2 in the definition by 
Iritani et al. (2014a). Therefore, in the computation of theoreti-
cal attenuation parameters, we used the attenuation structure of 
WH2 in Iritani et al. (2014a) (the orange line in Fig. 3f). More-
over, attenuation structures (i.e. the values of Q −1) are linearly 
connected over two hemispheres. Both parameters averaged over 
a 1-degree bin show good agreement, and it is confirmed that 
our model explains not only the differential traveltime anomaly 
but also higher attenuation parameters observed in both arrays. 
High attenuation parameters observed in the USArray data, in 
spite of small differential traveltimes, can be understood as due 
to the existence of high attenuation zone in depths of 100–300 km 
from the ICB beneath the northern Pacific as seen in the atten-
uation structure of WH2 (Fig. 3f). Such an attenuation structure 
was first reported by Kazama et al. (2008) and also resolved by 
Iritani et al. (2014a) and Attanayake et al. (2014). The attenuation 
parameter observation here further supports the presence of the 
high attenuation zone in the inner core beneath the eastern Pa-
cific.

4. Discussion

4.1. Alternative causes for the differential traveltime anomaly?

The observed differential traveltime anomaly between PKIKP 
and PKPbc that we attributed to the hemispherical boundary 
might also be due to other causes, such as anisotropy of the 
inner core and/or the heterogeneities of the lowermost mantle. 
As for the anisotropic effect among two array data, we evaluate 
traveltime anomalies for PKIKP phase for the anisotropic veloc-
ity model of Irving and Deuss (2011) (0.5% and 4.8% anisotropy 
for the eastern and western hemisphere respectively). The differ-
ence of the traveltime anomaly between EUArray data (the angle 
range of ray paths from the Earth’s rotation axis: 40◦–60◦) and 
USArray data (the angle range of ray paths from the Earth’s rota-
tion axis: 65◦–75◦) due to inner core anisotropy is ∼0.05 s that 
is nearly one order magnitude smaller than observed traveltime 
anomaly (∼0.3 s), and therefore the effect of anisotropy can be ig-
nored.

As for the contribution of the heterogeneities at the lowermost 
mantle, the presence of a possible meso-scale ultralow-velocity-
zone (ULVZ) at the core-mantle boundary (CMB) beneath the south 
Pacific (e.g. Yu and Garnero, 2018) might affect our observation 
of EUArray data. Considering that the separation distance between 
the incident points of PKIKP and PKPbc phases at the CMB is 
around 100 km (∼1.6 degree) and that the differential traveltime 
sees the effect only when two points are mutually on the op-
posite sides of the edge of the ULVZ (e.g. Long et al., 2018), we 
would expect to observe such an effect only for ray paths that go 
through near the edge within short distances (∼50 km or 0.8 de-
gree) resulting in rather linear anomalies. The long wave-length 
(∼30 degree) differential traveltime anomaly variation as observed 
in Fig. 4c, the cause of which we attributed to the structure in-
side the inner core, therefore seems unlikely to be originated from 
the meso-scale ULVZ. Based on these considerations, we conclude 
that the observed differential traveltime anomaly mainly reflects 
the nature of the hemispherical heterogeneities of the inner core.

4.2. Comparisons with previous seismic studies

As we analyzed PKIKP and PKPbc, which are sensitive to the 
inner core structure in the top 350 km depth range, the best tran-
sitional boundary model has sufficient resolution in this depth 
range, and shows some agreements with previous studies that esti-
mated the hemispherical boundary in the same inner core region. 
Miller et al. (2013) analyzed waveforms for events in the Philip-
pines observed in South America whose ray paths are similar to 
USArray data of this study and estimated a boundary around a 
longitude of 173◦E in a latitude range of 60◦N–80◦N in the upper-
most 200 km of the inner core. Our model regionally matches with 
this result: the boundary we estimated locates at around 173◦E 
at 72◦N. On the other hand, Yu et al. (2017) analyzed PKIKP and 
PKPbc for events in subduction zones of the southwest Pacific ob-
served in Europe whose ray paths are similar to EUArray data of 
this study, and their observation indicated a boundary at a longi-
tude of 160◦W. This result is in good agreement with our model 
around the equator. These comparisons suggest that our model is 
considered as a comprehensive model for these array data sets 
with different directions of ray paths. Ohtaki et al. (2012) ob-
served a western-hemisphere-like slow velocity structure beneath 
Antarctica, indicating a similar arc-like hemispherical structure if 
assuming a symmetrical distribution in the southern hemisphere 
of the inner core. In the global scale, our arc-like model is qualita-
tively consistent with the harmonic (circular) boundary proposed 



R. Iritani et al. / Earth and Planetary Science Letters 527 (2019) 115796 9
by Tanaka and Hamaguchi (1997), although it is equatorially elon-
gated.

As for the depth variation of the velocity structure, our re-
sult suggests that hemispherical heterogeneities disappear around 
a depth of 200 km from the ICB (Fig. 8b), and this feature is con-
sistent with the result of Miller et al. (2013). In previous seismic 
studies, however, it is suggested that hemispherical heterogeneities 
possibly exist in deeper parts of the inner core by analyses of body 
waves (Irving and Deuss, 2011; Tanaka, 2012) and normal modes 
(Deuss et al., 2010). Although the velocity depth profile of the in-
ner core may still need further refinement, in Iritani et al. (2014a), 
we investigated the velocity structure of the top 350 km of the in-
ner core by the waveform inversion analysis for globally collected 
array data and observed hemispherical heterogeneities only in the 
uppermost 200 km of the inner core. We, therefore, regard that 
velocity structures obtained by Iritani et al. (2014a) are reasonable 
to employ in this study, and the result of the analysis here fur-
ther indicates that such modeling with heterogeneities in the top 
200 km is sufficient to explain the observation presented in this 
study.

Irving and Deuss (2015) analyzed the differential traveltime 
between PKIKP and PKPbc for ray paths from the Kermadec-
Tonga region to Europe, which are similar to those in this study 
(note that sampling coverage from 180◦W–130◦W in longitude) 
and from the Kuril-Kamchatka region to stations in Europe and 
South America, which sample east of our studied region. Although 
similar weak positive anomalies are measured in the overlap-
ping sampling region for data observed in Europe (180◦W–150◦W 
longitude range) and westward shifting hemispherical boundary 
with increase of latitude is observed, their boundary locates at 
about 10◦ eastern side relative to the transitional edge of our 
model for their result of the isotropic velocity. This inconsistency 
could be caused by two factors: (1) they modeled the veloc-
ity structures by patches with 30◦ longitude range and there-
fore the boundary resolution would be limited by this longitude 
interval; (2) the high positive anomalies observed in ray paths 
from Kuril to South America sampling in the longitude range of 
150◦W–130◦W. Moreover, they estimated the anisotropic velocity 
structure and obtained anisotropic feature in the eastern hemi-
sphere with highest anisotropy in 150◦W–130◦W longitude range 
and no anisotropy in the western hemisphere which is oppo-
site from the knowledge suggested by previous studies. Although 
the analyzed data used in our study have no sensitivity for the 
anisotropy as mentioned in Section 3.1, this complex anisotropic 
feature may be related to the transitional hemispherical structure 
we observed.

Also, our result gives qualitative interpretations for previous 
seismic observations for the shallower part of the inner core. 
Ibourichene and Romanowicz (2018) observed slower velocity than 
AK135 in the top 100 km of the northern part of the eastern 
hemisphere by processing similar ray paths used in this study, 
from events near Sumatra to USArray. This observation favors an 
arc-like hemispherical boundary as obtained in this study, rather 
than a meridian boundary. In the radial variation of hemispher-
ical structure, Waszek et al. (2011) measured differential travel-
time between PKIKP and PKiKP for globally collected data and 
observed the eastward depth shift of the boundary. Focusing on 
the radial variation of the negative velocity perturbation shown in 
Fig. 8b, contours of the same velocity perturbation value vary east-
ward with depth. Assuming such variation of the velocity pertur-
bation as a hemispherical boundary, the depth-shifting boundary 
might be explained by the transitional velocity structure. More-
over, in their differential traveltime anomaly measurements, nega-
tive anomalies are observed at higher latitude than 30◦N even in 
the eastern hemisphere in a depth range of 57.5–106 km (Fig. S1 
in Waszek et al., 2011), indicating a similar arc-like feature with 
our model.

4.3. Geodynamical implications

According to the inner core growth modeling affected by ther-
mochemical flows in the outer core coupled with thermal hetero-
geneities at the CMB (Sumita and Olson, 1999; Aubert et al., 2008;
Gubbins et al., 2011), the heterogeneities of the inner core struc-
ture are characterized by the different growth rate of iron, and 
the distribution of growth rates shows larger variation from the 
fastest growth rate region beneath south-east Asia to the Polar 
direction than to the equatorial direction; i.e., the area with the 
faster growth rate relative to the average, corresponding to a faster 
velocity structure, elongates equatorially from the fastest growth 
rate region, and the growth rate becomes around the average value 
at the central part of the Pacific, while slower growth rate areas 
(i.e., a slower velocity) are distributed beneath the Polar regions. 
With this model, the obtained arc-like boundary that is equatori-
ally elongated is qualitatively explained, although it is still unclear 
how the sharpness of the hemispherical boundary developed by 
thermal heterogeneities of CMB.

Alternatively, our transitional boundary model shows more con-
sistencies with the translational grain growth model of iron pro-
posed by Monnereau et al., 2010 and Alboussière et al., 2010. 
Geballe et al. (2013) numerically simulated differential traveltime 
residuals of PKIKP – PKiKP for global data by considering the trans-
lational grain growth model, and compared with seismic observa-
tions by Waszek and Deuss (2011). They argued that only the cubic 
iron crystal (bcc) with high anisotropic elasticity (Belonoshko et 
al., 2007) was able to explain the magnitude and the rapid hemi-
spherical variation of differential traveltime anomalies observed in 
Waszek and Deuss (2011). In their simulation, however, theoret-
ical differential traveltime residuals gradually shift from negative 
to positive values in a ∼30-degree angular distance range due to 
the continuous translation of iron with grain growth (Fig. 3 of 
Geballe et al., 2013). This transition range shows a good agreement 
with the sharpness estimated in this study, ∼28-degree angular 
distance. More recently, Lasbleis et al. (2017) simulated fast and 
slow translational models with and without extremely slow super-
rotation of the inner core (Aubert and Dumberry, 2011). Assuming 
the hemispherical boundary as the contour of the same iron crys-
tal age, the boundary gradually shifts with depth toward the center 
of each hemisphere (Fig. 3 of Lasbleis et al., 2017). This feature is 
qualitatively consistent with the depth variation of velocity pertur-
bations shown in Fig. 8b of this study.

Although the translational growth model is capable of explain-
ing the hemispherical heterogeneities of isotropic velocity and 
attenuation and the transitional boundary model observed here, 
there are still several concerns to fully accept this model as the 
cause of the hemispherical heterogeneity. One is that this model 
does not explain other seismic observations, such as the pres-
ence of rotation-axial anisotropy (e.g. Creager, 1992; Garcia and 
Souriau, 2000; Irving and Deuss, 2011), and the existence of 
the innermost inner core (e.g. Ishii and Dziewonski, 2002). An-
other concern is that, for the degree-one translational convection 
to occur, a viscosity greater than the order of 1018 Pa s is re-
quired, and under such a lower viscosity condition, large-scale 
plume convection becomes dominant (Deguen and Cardin, 2011;
Deguen et al., 2013). The viscosity of the inner core is previously 
estimated in the range of 1011–1022 Pa s (e.g. Yoshida et al., 1996;
Buffett, 1997; Koot and Dumberry, 2011), and therefore, both sce-
narios are acceptable with the present estimates of the inner core 
viscosity.

In addition to these viscosity uncertainties, a lower shear ve-
locity than previously thought is estimated by the recent seismic 
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observation of PKJKP phase, that shear wave propagating in the 
inner core (Tkalčić and Pham, 2018), and this observation might 
indicate a soft inner core. Therefore, as an alternative interpreta-
tion of our result, a hypothesis of a large-scale plume convection 
under a low viscosity condition might be plausible (e.g. Deguen et 
al., 2013): with this scenario, the velocity transition in our result is 
considered as due to an up-welling (or down-welling) convective 
plume, and the gradual variation of velocity structure would be 
achieved if the temperature difference between two hemispheres 
is extremely small (an order of milli-Kelvins is estimated by Buf-
fet, 1997).

5. Conclusion

We investigated the hemispherical boundary and its transi-
tion width of the inner core beneath the northern Pacific. Nearly 
3,300 waveforms comprising two directional event-array pairs are 
analyzed via the nonlinear waveform inversion method to mea-
sure the traveltime and the attenuation parameter of core phases. 
Our measurements of the differential traveltime anomaly between 
PKIKP and PKPbc indicate that the arc-like-shaped hemispheri-
cal boundary, which is located at (0◦N, 159◦W) on the equator 
and (79◦N, 110◦E) at the northernmost point with a ∼600km-
wide velocity transition, is more suitable than a meridian and/or 
sharp (step-like) boundary. This transitional boundary model can 
comprehensively account for the observations made previously es-
timated in the studied region. Although our finding of the transi-
tional boundary appears generally consistent with the convective 
translational grain growth model, it may not be the unique inter-
pretation.
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