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Abstract

The ambient seismic wave field, also known as ambient noise, is excited
by oceanic gravity waves primarily. This can be categorized as seismic hum
(1–20 mHz), primary microseisms (0.02–0.1 Hz), and secondary microseisms
(0.1–1 Hz). Below 20 mHz, pressure fluctuations of ocean infragravity waves
reach the abyssal floor. Topographic coupling between seismic waves and
ocean infragravity waves at the abyssal floor can explain the observed shear
traction sources. Below 5 mHz, atmospheric disturbances may also contribute
to this excitation. Excitation of primary microseisms can be attributed to
topographic coupling between ocean swell and seismic waves on subtle un-
dulation of continental shelves. Excitation of secondary microseisms can be
attributed to non-linear forcing by standing ocean swell at the sea surface
in both pelagic and coastal regions. Recent developments in source location
based on body-wave microseisms enable us to estimate forcing quantitatively.
For a comprehensive understanding, we must consider the solid Earth, the
ocean, and the atmosphere as a coupled system.

1 Introduction

Seismometers were developed to record ground motions caused by seismic events
such as earthquakes and volcanic eruptions. Even in seismically quiet periods, seis-
mometers record persistent random fluctuations1) known as “ambient noise”. This
noise is not instrumental or local but is ubiquitous irrespective of location. The
amplitude of ambient noise is greater along coastal areas than at continental sta-
tions. The dominant peak frequency is about 0.15 Hz, which is twice the typical
frequency of ocean swell of about 0.07 Hz. The ambient noise around the frequency
can be explained as a persistent seismic wave field excited by ocean swell activity
and is a significant source of noise in observations of seismic waves from earthquakes.
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To avoid the larger amplitudes of the ambient noise, seismologists have developed
high-frequency sensors with corner frequencies higher than 1 Hz and low-frequency
sensors typically got frequencies lower than 0.1 Hz. Consequently, seismic records
have been divided into two categories based on the typical frequency.

In the 20th century, numerous short-period seismometers were installed for earth-
quake observations. Because of limited digital resources, for many of these seis-
mometers, the recording systems were designed to be triggered by the first arrival
of an earthquake. In most cases, continuous data were recorded only by broadband
seismometers. Therefore, seismologists omitted ambient seismic wave fields as seis-
mic noise, and these wave fields were merely considered “ambient noise” in seismic
observations.

Over the last 20 years, improvements in digital storage and computer networking
have enabled us to record continuous seismic data at many seismic stations. Contin-
uous seismograms can now be recorded at more than 1000 stations (e.g. USArray,2)

Hi-net3)) in near-real time. To utilize “ambient noise” information, a new seismic
exploration method has been developed, called seismic interferometry (SI).4) Cross-
correlating seismic records of ambient seismic wave fields between a pair of stations
provides information on the impulse response at a station when applying a point
force at the other station. Because seismologists have been able to turn this “noise”
into signal, we hereafter refer to these observations as the ambient seismic wave field
rather than “ambient noise”. The theory of SI is based on the assumption of homoge-
neous and isotropic excitation of seismic waves.5)Because ocean swell activity varies
spatially and temporally, it is not homogeneous or isotropic, and therefore biases
travel-time measurements between a pair of stations measured by SI.6)–8) Therefore,
understanding the excitation mechanisms of the ambient seismic wave field is crucial
to improving SI techniques.

The frequency of the ambient seismic wave field ranges from 1 mHz (= 10−3

Hz) to 100 Hz. Below 1 Hz, the dominant source of this wave field is oceanic
gravity waves (specifically, ocean swell, wind waves, and ocean infragravity waves).
These signals are stationary stochastic within approximate time scales of several
hours, which correspond to typical time scales for ocean wave activity related to
meteorological phenomena such as storms. Based on the typical frequencies of these
wave fields, they are categorized into seismic hum (1–20 mHz), primary microseisms
(0.02–0.1 Hz), and secondary microseisms (0.1–1 Hz), as shown in Figure 1. This
review covers ambient seismic wave field below 1 Hz. Above 1 Hz ambient seismic
wavefields are linked to human activities.9) Although the ambient seismic wave fields
above 1 Hz are beyond the scope of this review, they are thoroughly presented in
detail in the review by Bonnefoy et al. 2006.9)

The following subsections briefly introduce 20th-century research on this topic
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Figure 1: Typical power spectrum of the ambient seismic wave field. The vertical
axis shows power spectral densities of ground acceleration. Above 5 mHz, seismic
background noise (e.g., the New Low Noise Model (NLNM)12)) can be explained by
the ambient seismic wave field. The force systems of the excitation sources are also
shown.13), 14) Here, EL is the energy of Love waves, ER is that of Rayleigh waves,
EP is that of P waves, ESV is that of SV waves, and ESH is that of SH waves.

(for detailed, comprehensive reviews, see for microseisms10) and for seismic hum,11)

for example).

1.1 Microseisms

Observations of microseisms date back to the late 19th century.1), 15) Since seismol-
ogists began observing seismic waves from earthquakes, the existence of an ambient
seismic wave field with a dominant frequency of about 0.15 Hz was firmly established.
Based on the typical frequencies of these waves, microseisms can be categorized into
(1) primary microseisms between 0.02 and 0.1 Hz and (2) secondary microseisms
between 0.1 and 0.5 Hz. The former frequency range corresponds to that of ocean
swell itself, whereas the latter corresponds to double the frequency of ocean swell.

In the early stage of this research in the late 19th century, seismologists rec-
ognized the coincidence of microseismic activities with maritime weather condi-
tions.1), 15) Under severe weather conditions, microseismic activity increases simul-
taneously within a spatial scale on the order of 1000 km of the storm.16), 17) Whether
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the source of this excitation was atmospheric or oceanic remained controversial un-
til the 1950s. For example, Gherzi (1945)18) considered microseisms to be excited
by “pumping” of the storm associated with low pressure.10) Scholte proposed that
periodic atmospheric pressure changes at the sea surface generated microseisms.10)

Sezawa and Kanai (1939)19) also discussed the possibility of atmospheric excita-
tion. Despite the coincidence of microseisms with weather conditions, atmospheric
excitation cannot fully explain all observations of these waves.20)

Another candidate for the source of excitation is ocean swell activity. The earlier
hypothesis by Wiechert (1904)21) was that microseisms are excited by the impact of
ocean waves breaking against a steep coast.17) Omori (1918) also pointed out that
ocean swell activity is the most probable sources based on ocean wave height data
at coastal stations and seismic observations.22)–24) This hypothesis can explain most
observations, but cannot account for the typical frequency of microseisms, i.e., twice
the frequency of ocean waves.

Miche (1944) pointed out that pressure fluctuations of standing ocean surface
gravity waves can reach the seafloor if the quadratic term of their particle velocity
(second-order effects) is included.25) In contrast, the linear pressure fluctuations of
the surface gravity waves (first-order effects) attenuate exponentially with depth.
Moreover, the first-order effects are insufficient to excite secondary microseisms be-
cause the horizontal wavelengths of secondary microseisms are much longer than
those of ocean surface gravity waves. The long wavelengths of the second-order
effects are suitable for exciting seismic waves. This mechanism can also explain
twice the frequency of ocean waves (see details in subsection 4.3). Longuet-Higgins
formulated this excitation mechanism mathematically,20) and Hasselmann extended
the theory to random waves.10) The mathematical formulation is still feasible for
sufficiently accurate to synthesize amplitudes of microseisms based on modern wave
action models.26), 27) We note that ocean waves also excite ambient low-frequency
acoustic waves as in the case of secondary microseisms called microbaroms.28)–30)

These waves can be explained by the second-order effect associated with the moving
boundary of the sea surface.31)

1.2 Seismic hum

In the low-frequency band below 5 mHz, seismic waves (equivalent to the Earth’s free
oscillation in the frequency domain) are more difficult to excite at observable levels
because of their longer wavelengths and higher modal mass. After the 1960 Great
Chilean earthquake, which remains the largest earthquake ever recorded by seismic
instruments, the first observation of the Earth’s free oscillation was reported in the
memorial paper “Excitation of the free oscillations of the earth by earthquakes”.32)
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Since then, the eigenfrequencies of these oscillations and their decay rates have been
measured and compiled after large earthquakes. Modern seismic instruments now
enable us to detect the major modes of oscillations after earthquakes with moment
magnitudes larger than 6.5.

Before this first report in 1961, many geophysicists understood that the eigen-
frequencies of the modes were key for inferring the Earth’s geophysical properties,
following Lord Kelvin’s estimation of the molten Earth.33), 34) To detect these oscil-
lations, Benioff et al. (1959) analyzed seismographs not only of huge earthquakes
but also of seismically quiet intervals,35) which are now recognized to represent the
Earth’s background free oscillations or seismic hum. Benioff et al. (1959) evaluated
the possibility of atmospheric excitation of Earth’s free oscillations but did not dis-
cover evidence of this phenomenon.36), 37) The signal was too weak to detect with
the technological accuracy achievable at that time.

Using dimensional analysis for atmospheric excitation based on the theory of
helioseismology,38) Kobayashi (1996) estimated the amplitudes of seismic hum.39)

With modern broadband seismometers, these amplitudes can now be observed to the
order of 1 ngal (10−11 ms−2).12) Because a similar mechanism would be anticipated
on solid planets, the possibility of Martian seismology has been investigated.40)–42)

These theoretical predictions triggered searches for seismic hum.
Based on the theoretical estimations, Nawa et al. (1998) reported modal peaks

of seismic hum recorded by a superconducting gravimeter at Syowa Station, Antarc-
tica.43) This discovery triggered debate because distinct peaks could also be caused
by seiches in Lützow-Holm Bay, Antarctica.44), 45) Following this report, seismic hum
was also confirmed by different instruments: a modified LaCoste Romberg gravime-
ter,46) an STS-1Z seismometer,40), 47) and an STS-2 seismometer.48) For these studies,
the contributions of large earthquakes (typically larger than Mw 5.5) were carefully
excluded using earthquake catalogs.49), 50) The observations of seismic hum by the
LaCoste Romberg gravimeter extend back to the 1970s.46), 51) For the previous 20
years, seismic hum had been accepted as merely observational background noise,
although microseisms above 0.05 Hz were already recognized as the background
seismic wave field excited by ocean swell activities since the pioneering work by
Gutenberg in the 1910s.52), 53) The observed dominance of fundamental modes and
seasonal variations50), 54), 55) suggest that the source of seismic hum is atmospheric
or oceanic disturbances.

To evaluate the excitation mechanism of seismic hum, an important observation
is the coupling between the solid Earth and atmospheric acoustic waves. The spectra
of seismic hum show excess amplitudes at 3.7 and 4.4 mHz.54) The two peaks were
observed during the major eruption of Mt. Pinatubo in 1991.56)–58) These peaks
can be explained by acoustic resonance between Rayleigh waves propagating in the
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solid Earth and low-frequency acoustic waves in the atmosphere.59) This observation
suggests that atmospheric sources such as cumulus convection contribute at least
partially to this excitation.40), 60), 61)

2 Source distribution of the ambient seismic wave

field

In the following sections, we summarize recent results of the observed source distri-
butions and the energy partitions among wave types of the ambient seismic wave
field. Based on these results, we then discuss the physical process of excitation.

The source distribution of the ambient seismic wave field is crucial for character-
izing the excitation mechanisms. In particular, the source extent, whether coastal
(shallow) or abyssal floor (deep), is key for understanding the physical mechanisms
based on the typical frequency. Comparison with an ocean wave action model is
feasible, as discussed in the final section.

For determining source locations, four techniques are used: (1) beamforming of
the ambient seismic wave field,62) (2) mapping source distribution by backprojecting
observed body waves based on travel time, known as the backprojection method,63)

(3) modeling cross-correlation functions between pairs of stations, and (4) polariza-
tion analysis of Rayleigh waves at a station.64) Although the former three methods
are similar, in practice, each of these methods provides different information based
on the different assumptions applied, as shown below. In the final subsection, the
inferred source distributions are summarized based on typical frequencies.

2.1 Beamforming

A beamforming method62), 65), 66) with a dense seismic array can feasibly be used to
locate the sources of microseisms67), 68) and seismic hum.69)–72) Under the assumption
that a seismic wave field can be represented by the superposition of plane waves, the
power of the waves can be decomposed. We also assume that lateral heterogeneities
of the seismic structure beneath the array are small. First, we assumed a slowness
vector (k/ω, where k is the wavenumber vector, and ω is the angular frequency)
for a plane wave. With estimated time shifts to a reference point according to the
geometry of the station and the slowness vector, the seismograms are stacked over
all traces. The mean-squared (MS) amplitude of the stacked seismogram against
the assumed slowness vector is then calculated. The MS amplitudes plotted against
every slowness vector within a two-dimensional slowness domain show a bright spot
if a simple plane wave was incoming. Because the number of stations is finite,
the bright spot is broad and smeared, which can be characterized by the array
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response function.62) For many incoming plane waves, the beamforming results
show distributions with peaks at the corresponding slowness vectors.

Figure 2 shows typical example results of beamforming for seismic hum at 0.0125
Hz.14) Figure 2(b) shows clear Love (top panels) and Rayleigh (bottom panels) wave
propagations. The propagations from the ocean are dominant, whereas those from
the continent are too weak to detect. In particular, propagations along the coast
are larger.

Based on observations of multiple arrays, triangulation results indicate source
locations. Above 0.05 Hz, complex seismic propagations of surface wave distort the
beamforming results frequently. In the secondary microseismic band, thick sedimen-
tary layers affect surface wave propagation significantly.73) Accretionary wedges are
often obstacles for locating source distribution because on-land stations are typically
surrounded by them. Because the S-wave velocities through such layers are typically
slower than 1.0 km s−1, Rayleigh waves tend to be trapped in sedimentary basins.
Scattering and trapping homogenize the azimuthal distribution of propagation di-
rections. Although this condition satisfies the assumption of equipartition of modal
energy for seismic interferometry,74) it means that source information is lost due to
scattering. In the primary microseismic band, we note that a deep water column
along an ocean trench causes considerable reflection and refraction of Rayleigh wave
propagation,75), 76) which could bias the results (see also subsections 3.1 and 3.2).
Below 0.05 Hz, these effects weaken because the sedimentary layer is thin enough
relative to the wavelength of the surface waves.

2.2 Backprojection method

A backprojection method is a powerful tool for locating the source of microseisms
when travel time can be inferred accurately with a seismic velocity model. The
backprojection method has been developed to infer the source processes of large
earthquakes. Using dense array data from several hundred stations, P-wave records
are typically backpropagated to the source region with a reference 1-D Earth struc-
ture.63), 77) To suppress the biases caused by the 3-D seismic velocity structure,
station correction terms are reduced using well-located earthquakes if possible. In
principle, the slowness of P waves constrains the epicentral distance between the
centroid of the source and the array locations. With the back azimuth of observed
P waves, source locations can be inferred. In particular, if the typical spatial scale
of the array is long enough (typically longer than 1000 km), slight variations of the
slowness vector within the array enable better constraint of the source location.

The advantage of this method is higher resolution of the centroid locations where
high energy radiates. Sufficient spatial resolution is crucial for quantitative compari-
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Figure 2: (a) Location map of 679 Hi-net tiltmeters and the distribution of continents
and oceans in the azimuthal projection from the center of the Hi-net array. (b)
Beamforming results at 0.0125 Hz, calculated for every 60 days from 166/2004-
346/2004. (c) Azimuthal variations of Love and Rayleigh wave amplitudes at 0.0125
Hz as a function of time showing similar azimuthal patterns. The right column
indicates the temporal change of amplitudes of primary microseisms (mean power
spectral densities from 0.08 to 0.09 Hz), and secondary microseisms (those from
0.12 to 0.125 Hz) showing activity patterns similar to those of Love and Rayleigh
waves at 0.0125 Hz. This figure is reproduced from Figures 1 and 2 of Nishida et al.
(2008).14)
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son with wave height data. A drawback is a difficulty of estimating the spatial extent
of the source because of the limited spatial extent of the dense array. Although the
centroid locations can be precisely located, this method tends to lose information
on the source extent.

The backprojection method can be used for teleseismic body waves of secondary
microseisms.78)–85) Complex wave propagations of surface waves above 0.05 Hz
caused by strong shallow, lateral heterogeneities make it difficult to locate the ex-
citation sources by backprojecting surface waves. However, body wave microseisms
propagate in the mantle, which is much more transparent than the crust. Body
wave microseisms tend to be scattered less during propagation, although the excited
amplitudes of teleseismic body waves are much lower than the amplitudes of surface
waves. The weak scattering enables us to estimate the excitation term precisely
based on a simple 1-D seismic velocity model. This method provides rich source
information.

A point source approximation is feasible for characterizing the sources in this
case because the source area is distant from the stations. This approach is based
on the assumption that the random excitation sources on the Earth’s surface are
characterized by multipole expansion of the force distribution.86) Therefore, the
equivalent body force acting on the centroid location of the monopole can be es-
timated.85) Figure 3 shows their precise locations of P-wave microseisms at 0.15
Hz based on data at about 700 Hi-net stations in Japan3) when a “weather bomb”
was generated in the Atlantic Ocean in 2015. This method can provide information
about the force system at a macroscopic scale. The force system is recognized as
the equivalent force, which is coarsened by the long wavelengths of seismic waves.
In this case, the sources can be characterized an equivalent vertical single force at
the centroid location as discussed in subsection 4.3. On the other hand, the excita-
tion sources of primary microseisms and seismic hum could be characterized by an
equivalent horizontal single force as discussed in subsections 4.1 and 4.2.

Body-wave amplitudes of primary microseisms and seismic hum are too weak for
the backprojection method. However, in the frequency range of the seismic hum, this
method is also applicable for seismic surface waves.70) The wave propagation can
be predicted with a one-dimensional Earth model because it is insensitive to lateral
heterogeneities with smaller spatial scale than the wavelength. Above 0.02 Hz, the
simple model cannot predict seismic surface wave propagations because of strong
lateral heterogeneity in the crust and the distribution of land and sea. The resulting
complex wave propagation causes destructive interference in seismic records.
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2.3 Cross-correlation function-based method

Another strategy for source location is data analysis using cross-correlation func-
tions (CCFs) between pairs of stations. Here, we consider a CCF of seismic records
between station 1 and station 2. The sensitivity kernel of a CCF for source distri-
bution is confined along the major arc of the station pair. The causal part of the
CCF (positive lag time) has higher sensitivity along the major arc to the station
1 side, whereas the acausal part (negative lag time) has higher sensitivity to the
station 2 side.5) By collecting CCFs between a reference station and other stations,
we can infer the azimuthal distributions of propagation directions for the reference
station. We note that CCFs in the frequency–wavenumber (FK) domain represented
by Bessel expansion87), 88) are convenient for seismic array data, although the formu-
lation in a 1-D seismic structure is mathematically equivalent to the representation
in the spatio-temporal domain. The spectrum with respect to the order of Bessel
functions shows the incident-azimuthal distribution of incoming seismic waves.

In the frequency range of seismic hum below 10 mHz, the weaker lateral hetero-
geneities of the surface waves associated with long wavelengths enable us to synthe-
size CCFs based on the normal mode theory with a reference 1-D structure.61), 89)

The sensitivity kernel of a CCF for a given source distribution89), 90) is primarily
sensitive along the major arcs, whose shape can be characterized by a hyperbola
with foci at the pair of stations because of finite frequency effects. Using the ker-
nel, the source distribution can be inferred by minimizing the squared differences
between the observed CCFs and the synthetic CCFs.89) The results are consistent
with those obtained from the backprojection method,69), 72), 91), 92) as described in
subsection 2.5. The recent development of numerical methods enables us to syn-
thesize CCFs based on a 3-D model,93) to avoid trade-offs between the uncertainty
associated with seismic structures and the source distribution. With increasing the
frequency, this method becomes unrealistic, because this method is too sensitive to
the uncertainties of the lateral heterogeneities.

Mapping the energy of the CCFs onto the major arcs is feasible for a source
location using sparsely distributed stations at the higher frequency.94) This method
is particularly feasible for locating sources using surface wave propagation for fre-
quencies above 0.05 Hz because it is less sensitive to uncertainties associated with
strong lateral heterogeneity in the crust than the beamforming method is. Although
this method is robust to the lateral heterogeneities even at the higher frequency, the
spatial resolution is lower than that of the other methods.
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2.4 Polarization analysis

Although the methods described above are effective tools for source localization, they
require data from multiple stations. At a global scale, such arrays remain sparsely
distributed, especially in the southern hemisphere. In this case, a single-station
analysis is more applicable in practice. When Rayleigh wave excitation is dominant,
polarization analysis can be used to determine the incident azimuth.64), 65) The
particle motion of Rayleigh waves can be described as retrograde elliptic motions
within a vertical plane along the source–receiver path. The polarization can be
estimated through eigen analysis of the covariance matrix between the vertical and
horizontal components.

2.5 Summary of observed source distribution

Based on the different observations, we summarize here the observed source distri-
bution based on the frequencies of seismic hum, primary microseisms, and secondary
microseisms.

For seismic hum, all of the results, including the beamforming results of Love and
Rayleigh waves,14), 69), 72), 91), 92) the backprojection of Rayleigh waves,70) and CCF
analysis, show a dominant source area located in the North Pacific Ocean from
July to September, and in the Antarctic Ocean from December to February. These
results also show that excitation on land is negligible. Some studies have proposed
dominant sources in shallow coastal areas,70), 72), 92) which would suggest nonlinear
interactions at shallow depths. However, our findings indicated source distributed
on the deep-seafloor.89) Beamforming results89) also support this observation. For
example, Figure 2 shows the significant energy of Love and Rayleigh waves from the
abyssal floor with back-azimuth from 120◦ to 150◦, especially around days 170, 240,
and 300 in 2004, which correspond to major typhoons. Although source localization
remains controversial, we can conclude that stronger sources are in coastal areas and
weaker sources are distributed on the deep seafloor.

Major difficulties in source location originate from poor signal-to-noise ratios.12), 95)

Observation of the very low power spectral densities of about 10−19 [m2s−3] remains
challenging. In particular, horizontal components in the mHz frequency range are
much noisier than those of vertical components in the same range because the for-
mer are too sensitive to local tilt motions induced by, for example, meteorological
events.96), 97) Sparse station distribution in the southern hemisphere is also problem-
atic, although this situation has been recently improved.

In the frequency range of primary microseisms, sources were located in shal-
low coastal areas, based on beamforming analysis67), 68), 72), 98)–100) and CCF analy-
sis101), 102) of the Love and Rayleigh waves. The dominant source in Europe is the
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near-shore region of the North Atlantic Ocean.67), 68), 100), 103) Strong primary mi-
croseisms excited in the North Atlantic Ocean can reach Japan over continental
paths.104) Other major sources are the west coast of North America67), 72) and Poly-
nesia in the South Pacific.72) The source locations of Love and Rayleigh waves are
coincident with each other at a large scale,14), 99), 100) although there are significant
differences between them.100), 104), 105)

Difficulties in source location using surface waves in the primary microseismic
band are caused by complex wave propagation. Although source location based
on teleseismic body wave microseisms has a superior spatial resolution because of
relatively simple wave propagation, the signals in this frequency range are too weak
to use.106) The lack of teleseismic body waves may be caused by the excitation
mechanism, as discussed in a later section.

A clue for the source localization of primary microseisms is the observation of
precursory signals for a CCF between a land station and an ocean floor station,
which emerge before the first arrivals when strong localized sources exist in near-
shore areas between the pair of stations. Tian and Ritzwoller (2015) pointed out the
importance of precursory signals. They analyzed CCFs using data from ocean floor
seismometers on the Juan de Fuca Plate from the Cascadia Initiative experiment
and from continental stations near the west coast of the United States.102) The
observed precursory signals suggest spatially stable radiation patterns of the surface
waves, which may be frozen to the topography there. Although the precursory signal
is often observed in the primary microseismic band, CCFs of seismic hum does not
show clear signals.89), 107) The absence of a strong precursory signal suggests that
the sources of seismic hum may be distributed on more broad areas of the ocean
floor. To improve source localization, more sophisticated numerical methods should
be developed that include these complex seismic propagation behaviors.

For the frequency range of secondary microseisms, using both beamforming
and CCF analysis of observed Rayleigh waves, sources were located in both near-
shore67), 101) and pelagic areas67), 102), 108) . Most studies have shown seasonal varia-
tions in the amplitudes of these microseisms. At a global scale, strong excitation
sources exist in the North Pacific Ocean from July to September, and in the Antarc-
tic Ocean from December to February81), 109), 110) (Figure 4), because high swell ac-
tivity is expected in winter months. Polarization analysis26), 64), 65) also supports
this global pattern. At local and regional scales, these changes are correlated with
storm activity. The estimated source distribution was consistent with a theoreti-
cal estimation based on wave action models, which hindcast frequency–directional
spectra of wind waves including contributions by local wind and distant weather
systems.26), 27), 81), 83), 111)–114)

Details of the excitation depend on individual storm events and the frequency
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Figure 4: The (top) observed and (bottom) predicted global excitation patterns can
serve as a template for future investigations of global microseism hot spot activity.
Each pixel is occupied by the maximum of the wave-wave interaction modulated by
bathymetry Ψc and seismological observation A measured during the corresponding
season. Seasons are associated with the Northern Hemisphere. Letter combinations
indicate months: JA, July, August; SON, September, October, November; DJF,
December, January, February; and MAM, March, April, May. From Figure 10 of
Hillers et al. 2012.81)

range. For example, observations from an ocean-floor seismic station at 4,977 m
depth halfway between Hawaii and California showed that secondary microseisms in
pelagic and coastal regions depend on their typical frequency. Below 0.2 Hz, sources
in coastal areas are dominant, which suggests the importance coastal reflections of
ocean swell, whereas, above 0.2 Hz, sources in pelagic areas are dominant, which are
excited by local wave–wave interaction above the station.115) Beamforming based
on teleseismic P waves also shows that secondary microseisms were generated in
both pelagic and coastal regions. For example, when Typhoon Ioke was developed
in the Central Pacific in 2006, beamforming results using seismic arrays in Japan
and California show the dominant sources in the deep ocean from 0.16 to 0.35 Hz,
and dominant sources in near-shore regions close to Japan from 0.1 to 0.15 Hz79)).
Based on beamforming analysis using a seismic array in Australia,110) P-wave source
locations are also identified from 0.1 to 0.5 Hz in deep-ocean regions (in the southern
Indian Ocean) and in shallow waters from 0.5 to 0.7 Hz (in the Great Australian
Bight, the Kerguelen Plateau, and the east coast of Japan for frequencies by a small
span array in Australia). The pelagic sources from 0.1 to 0.5 Hz are also detected in
the North Atlantic Ocean,84), 85), 114), 116) in the Sea of Okhotsk and110) in the North
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0.15 Hz. This figure shows a P-wave traveling from the north with a back azimuth
of about -7◦. The slowness is about 0.048 s km−1, which determines the distance
between the source and the receivers. From Figure 1 of Nishida and Takagi (2016).85)

Pacific Ocean.84), 114) Polarization analysis at stations in the Indian Ocean117) from
0.09 to 0.17 Hz supports the pelagic sources in the southern Indian Ocean.

Based on data from seismic arrays in Japan and China, beamforming results
from 0.1 to 0.4 Hz showed not only P- but also S-wave microseisms excited by a
severe, distant storm in the Atlantic Ocean85) (Figure 5), North Pacific, and Indian
Oceans.84) Backprojection results based on data in Japan showed their precise
centroid locations of P- and S-wave microseisms in the Atlantic Ocean85) (Figure
3). The inferred centroid locations of P-wave and vertically polarized S-waves (SV-
waves), and the inferred equivalent vertical single force were consistent with a wave
action model; they migrated along a depth contour of about 3000 m depth, which
can be attributed to the resonance of the water column at that depth.118) This
phenomenon can be described as the constructive interference of P-wave multiple
reflections in the oceanic layer. Amplification due to resonance becomes larger where
the resonance frequency of the oceanic layer matches the double frequency of ocean
swell. In contrast, the centroids of horizontally polarized S-waves (SH-waves) stayed
in the thick sedimentary area. The source locations of SH-waves revealed that they
are converted from SV-waves during multiple reflections in the thick sediment where
the sedimentary resonant frequency matches the oceanic resonant frequency.

3 Energy partitioning among seismic wave types

Although source distributions provide information about excitation sources, the re-
sults cannot fully constrain the physical processes of that excitation. Energy par-
titioning among seismic wave types gives a further clue for understanding these
processes.14), 85), 119), 120) In this section, we summarize observations of energy parti-
tions (i) between fundamental modes and overtones, (ii) between Love and Rayleigh
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waves, and (iii) between P-SV and SH waves based on typical frequencies.

3.1 Fundamental modes and overtones

In general, across the entire frequency range, the modal energy values of the fun-
damental toroidal and spheroidal modes (Love and Rayleigh wave equivalently) are
larger than those of the overtones. The observed dominance of the fundamental
modes indicates that the excitation source should be located at the surface or just
below the surface. Details of energy partitioning according to the frequencies are
summarized below.

First, for the energy partitioning of seismic hum, Figure 6 (a) shows the observed
frequency–wavenumber (FK) spectra in vertical–vertical components (ZZ), radial–
radial components (RR), transverse–transverse components (TT ), and vertical and
radial components (RZ).121) These spectra show dominance of the fundamental
modes (Love and Rayleigh waves equivalently). They also show weak but clear
overtone branches. TT shows a weak but definite first overtone branch of Love waves,
whereas ZZ and RR show branches of overtones expressed as several lines. These
waves are a type of surface wave trapped within the crust and/or the uppermost
mantle, which are known as shear-coupled PL waves.122), 123) These waves can be
excited effectively by a source of shear traction at the surface, as shown in Figure
6(c). The corresponding beamforming results for the radial component shown in
Figure 2 support these observations. Although the amplitudes of body waves in the
FK domain, which propagate into the deep Earth, are weaker than the overtones
of the surface waves, their spatio-temporal representation (stacked CCFs binned
according to separation distance)123) shows weak but clear teleseismic body wave
propagation, which is consistent with the source of surface traction.

FK spectra above 0.05 Hz in Japan127) (Figure 7) also show dominance of the
fundamental modes. The FK spectrum of RR shows a clear branch of crustal P waves
(Pg) (Figure 7 (a)), as well as a weak first overtone branch of Rayleigh waves, which
was also observed from 0.14 to 0.25 Hz at an array in New Zealand.128) However,
the FK spectrum of TT shows the first and second overtones of Love waves above
0.1 Hz, the energy of which is trapped in the crust (Figure 7 (b)).

Whereas the energy of the fundamental modes is dominant above 0.15 Hz at
coastal stations as shown in Figure 7 (near the Pacific Ocean), the energy of the
overtones becomes dominant at inland stations at frequencies above 0.15 Hz. For
example, an inland array in Kazakhstan120) shows dominance of body waves and
overtones from 0.15 to 0.3 Hz. Another inland array in the United States99), 119)

also shows the dominance of overtones above 0.2 Hz. An inland array of vertical
seismometers that spans 25 km in Australia110) shows dominance of fundamental
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Figure 6: (a) Observed FK spectra of the vertical–vertical component (ZZ), the
radial–radial component (RR), the transverse–transverse component (TT ), and the
real (ℜ[]) and imaginary (ℑ[]) parts of the vertical–radial component (ZR) against
angular order l and frequency. The amplitudes of the FK spectra plot at frequencies
and corresponding wavenumbers estimated by modeling CCFs of each pairs of sta-
tions using Bessel or Legendre functions124), 125) based on the assumption of homoge-
neous and isotropic excitation of the seismic wavefield.124) This method is a natural
extension of the spatial auto-correlation (SPAC) method proposed by Aki.126) (b)
Synthetic FK spectra for pressure sources. These pressure sources cannot explain
the observed Love wave excitations or the observed overtones of spheroidal modes.
The model also cannot explain the imaginary part ℑ[ZR]. (c) Synthetic FK spectra
for shear traction sources. These spectra can explain even the observed overtones
and the observed imaginary part ℑ[ZR]. This figure is from Figure 3 of Nishida
[2014].121)
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Rayleigh waves from 0.3 to 0.5 Hz, and dominance of overtones from 0.5 to 0.7 Hz.
For the northern Fennoscandian region, cross-correlation analysis of high-frequency
secondary microseisms reveals Moho-reflected body wave (0.5–2 Hz)129) and P waves
reflected by the 410 and 660 discontinuities (0.1–0.5 Hz)130) for inter-station dis-
tances up to 550 km. The Moho-reflected body waves were also observed at inland
seismic arrays at Yellowknife in north Canada, Kimberley in south Africa131) and
the Sierra Nevada in the United States132) above 0.5 Hz.

The dominance of overtones is attributed to differences in the propagation char-
acteristics between surface waves and body waves. The excited amplitudes of body
wave microseisms are smaller than the amplitudes of surface waves in the source
area. In contrast, at inland stations, surface waves with frequencies above 0.1 Hz
are attenuated by scattering during propagation from ocean because of strong lat-
eral heterogeneities in the crust, with a mean free path on the order of 100 km.133)

Surface waves above 0.1 Hz are also easily trapped at marine sediments such as
accretionary prism. Even if they can reach to the land, their amplitudes are highly
attenuated. However, the overtones are scattered less because they are sensitive to
deeper mantle structures, which are less heterogeneous. For example, the scatter-
ing mean free path of teleseismic body waves in the mantle is on the order of 1000
km.134) When the distance between a station and the source area of microseisms is
longer than 30◦, P-wave microseisms are generally dominant above 0.2 Hz.120)

Even at coastal stations, overtones and teleseismic body waves become dominant
in the frequency range of secondary microseisms when local ocean swell activity is
calm and distant swell activity is intense. An example of this case is recorded in
Hi-net data in Japan when a low-pressure weather system hits the Atlantic Ocean85)

(Figure 5). Another example may be observations of the first overtone of Rayleigh
waves at 0.15–0.2 Hz from west-northwest observed in the Netherlands103)

At low frequencies of seismic hum, the effects of ocean layers on wave propagation
are secondary because the ocean depth is much less than the wavelength. With
increasing frequency, the wavelength becomes comparable to the depth. In pelagic
regions, fundamental oceanic modes exist above 0.05 Hz. The energy partition
between the fundamental oceanic mode and the overtones is a clue for inferring
the source depth. The oceanic fundamental mode with phase velocity of around
1.5 km s−1, also known as a Scholte–Rayleigh wave,135) is trapped within the ocean
layer above 0.05 Hz, whereas the first overtone above 0.1 Hz is sensitive to the
structure of the crust and uppermost mantle, similar to a continental Rayleigh wave.
However, estimating the energy partitioning is impossible from on-land observations
because Scholte–Rayleigh waves cannot exist without the ocean. In-situ offshore
observations of secondary microseisms are indispensable for this estimation. Some
researchers136)–139) have observed multiple modes from ocean-bottom seismometers
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Figure 7: FK spectra of (a) the radial–radial component and (b) the transverse–
transverse component calculated from CCFs between Hi-net tiltmeters in Japan.127)

Power spectral densities are normalized based on the maximum value at each fre-
quency. The panels show that the overtone amplitudes are one order of magnitude
smaller than the fundamental mode amplitudes. This figure is reproduced from
Figure 6 of Nishida et al. (2008).127)
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in the deep ocean (3-5 km). From 0.05 to 0.1 Hz, the fundamental spheroidal mode
(oceanic Scholte–Rayleigh wave) is dominant because energy leakage of the overtones
into the mantle suppresses their amplitudes. From 0.1 to 0.2 Hz, all results show the
fundamental mode and the first overtone. The larger amplitude of the fundamental
spheroidal mode suggests a deep-ocean excitation source because the mode exists
only in pelagic regions.76) At frequencies higher than 0.2 Hz, the second overtone is
also observed138) as anticipated based on theory.76)

At higher frequencies (typically above 0.2 Hz for 5 km depth), the higher oceanic
spheroidal modes76) cause complex wave propagation. Soft sediments, such as ac-
cretionary prisms, also complicate wave propagation.140)

3.2 Energy partitioning between Love and Rayleigh waves

The kinetic energy ratio of Love to Rayleigh waves is key to understanding the forces
system. The dominance of Rayleigh waves suggests a pressure source in the ocean,
whereas dominance of Love waves suggests shear traction at the seafloor. In this
subsection, we summarize observed energy partitioning between Love and Rayleigh
waves, which are dominant in the ambient seismic wave field.

First, let us consider the ratio of Love to Rayleigh waves of the seismic hum. The
FK spectra of seismic hum125) (Figure 6(a)) show that Love wave amplitudes are
larger than those of Rayleigh waves above 5 mHz. Beamforming results from 0.01
to 0.02 Hz14) (Figure 2) also support this observation. With consideration for the
eigenfunctions of 1-D structure, these results exhibit equipartition of kinetic energy
between Love and Rayleigh waves. In contrast, a careful single-station analysis141)

showed that kinetic energy of the Love waves is larger than that of Rayleigh wave
amplitudes from 3.5 to 5.5 mHz based on auto-correlation analysis.142) This obser-
vation is also supported by the FK analysis.125) Although horizontal ground motions
are, thus, crucial for determining the excitation mechanism, observing these motions
at frequencies below 10 mHz is still difficult. The observed Lagrangian horizontal
ground accelerations include not only horizontal ground accelerations but also local
tilt motions caused by apparent changes in gravitational acceleration. Local noise,
such as air pressure, disturbs horizontal seismic records.

At frequencies from 0.005 to 0.1 Hz, beamforming results yield kinetic energy
ratios of Love to Rayleigh wave (EL/ER) ranging from 0.6 to 2.0, which is larger than
1 on average.14), 100), 125) All observations suggest that the force system is dominated
by surface shear traction at the seafloor (the corresponding synthetics below 0.05
Hz are shown in Figure 6(c)). The force system can be attributed to topographic
coupling between the seismic waves and ocean waves (i.e., infragravity wave at the
ocean floor for seismic hum,13), 143) and to ocean swell in near-shore areas for primary
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microseisms.14) see details in the next section). The relative directional amplitude
distributions differ between Love and Rayleigh waves in the primary microseismic
band.100) These differences may reflect the effects of the different radiation patterns
of Love and Rayleigh wave excitation at the seafloor.100) In order to clarify the
mechanism, more global observations are required because the current observations
were limited only sparse area.

Above 0.1 Hz, the kinetic energy ratio of Love to Rayleigh waves (EL/ER) ranges
from 0.4 to 1.2, based on beamforming analysis14), 100), 144) and analysis of data from
rotation sensors and seismometers.145), 146) The ratio is generally smaller than 1 at
coastal stations. The observed dominance of Rayleigh waves can be explained by the
dominance of pressure sources, as expected based on the Longuet-Higgins theory.20)

At on-land stations, an increase in the Love to Rayleigh wave ratio was found for
specific source directions in central Europe.100) The increase in the value of this
ratio with increasing propagation distance may be attributed to conversion between
Love and Rayleigh waves caused by scattering in the heterogeneous crust. This
scattering tends to homogenize the energy partitioning between Love and Rayleigh
waves.100), 144)

A major cause of this scattering is the water column, such as in an ocean trench.
When Rayleigh waves propagate between the ocean and continent, the water column
causes considerable reflection and refraction above 0.05 Hz. Below this frequency,
oceanic and continental mode branches need not be differentiated because the wave-
length is sufficiently long relative to the depth of the seafloor. The water column
thus complicates wave propagation from ocean to land.75), 76) Here we consider the
behavior of Rayleigh waves at 0.05 Hz. In a shallow oceanic area (∼100 m depth),
oceanic Scholte–Rayleigh waves need not be distinguished from continental Rayleigh
waves. However, along a trench, the ocean is deep enough to differentiate these types
of wave. The oceanic Scholte–Rayleigh waves tend to be trapped low-velocity ar-
eas along ocean trenches.147)–149) Although conversion from Rayleigh to Love waves
must be considered, this conversion is quite complex. The energy partitioning be-
tween Love and Rayleigh waves associated with complex wave propagation must be
considered. Soft sediments in the ocean, such as in an accretionary prism, further
complicate propagation.140) To more precisely locate sources of Rayleigh wave prop-
agation, this complexity must be considered. Source locations should be evaluated
using a sophisticated numerical model of seismic wave propagation in a 3-D medium.

3.3 Energy partitioning among P, SV, and SH waves

Teleseismic P, SV, and SH waves are relatively rich in information about the source
because they are less prone to scattering despite their smaller amplitudes. As pointed
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out above, backprojection that utilizes teleseismic P-waves of secondary microseisms
has superior spatial resolution and localization capability because scattering in the
mantle is weaker than the scattering of surface waves in the crust. Energy parti-
tioning is also more easily observable for characterization of the source because this
energy partitioning more directly reflects source characteristics.

First, let us consider the energy partitioning of secondary microseisms with fre-
quencies above 0.1 Hz. In this frequency range, recent observations of P, SV, and
SH waves show MS amplitudes of P-wave amplitudes that are an order of magnitude
larger than the SV waves.84), 85) For example, Nishida and Takagi (2016) estimated
the ratio between teleseismic P- and S-waves of secondary microseisms excited un-
der the Atlantic Ocean85) using the Japanese array. Figure 5 shows clear P-, SV-
and SH-wave propagation in the secondary microseismic band.85) The observed am-
plitudes suggest that pressure sources at the surface of the ocean can explain the
observed amplitude ratios. Observed SV waves could be explained by P–SV conver-
sion at the seafloor.118) The observed P waves can be modeled using ray-theoretical
Green’s functions with source site effects caused by water reverberations.118), 150)

Because the source area of the secondary microseisms for severe storms tend to be
localized, they can be approximated by a vertical single force at the centroid loca-
tion85) (see also subsections 2.2 and 4.3). Figure 8 shows the centroid locations with
corresponding single forces for a rapidly deepening cyclonic low-pressure area known
as a “weather bomb” over the Atlantic Ocean. The amplitude, on the order of 1011

N, can be explained quantitatively by an ocean wave action model (WAVEWATCH
III151)). The order is also consistent with an equivalent single force of a severe storm
estimated by a past study.120)

The detection of body waves with frequencies below 0.1 Hz is more challenging
because of weaker amplitudes, particularly in the frequency ranges of seismic hum
and primary microseisms.121), 123), 152) Although the weaker amplitude makes it diffi-
cult to infer the source locations using the backprojection method, the global average
of the energy partitioning is also informative. In this frequency range, the radial–
radial component (RR) and vertical–vertical (ZZ) components of shear-coupled PL
waves are dominant, and weaker phases such as P, PKP, PcP, and SH123) can also
be detected in the spatio-temporal domain. Figure 6 shows these features in the FK
domain. This figure shows that the observed body-wave amplitudes are consistent
with the synthetic FK spectra based on shear traction on the Earth’s surface. These
results support the inference that the force system can be characterized by random
shear traction on the seafloor.
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4 Excitation mechanisms

All of the observed source distribution of the ambient seismic wave field show that the
dominant source is oceanic wave activity. To evaluate the physical excitation mech-
anisms by this activity, it is essential to determine whether the sources are coastal or
pelagic. The energy partitioning summarized in the previous section elucidates the
equivalent force system, which can be characterized by a linear or second-order re-
sponses to oceanic waves depending on the typical frequency of those waves. Based
on the observations, the physical excitation mechanisms associated with typical fre-
quencies, i.e., seismic hum, primary microseisms and secondary microseisms, are
discussed below. We also discuss a possible secondary contribution of atmospheric
disturbances to seismic hum.

4.1 Seismic hum

At the first stage of these studies, atmospheric disturbances were recognized as the
major excitation sources40), 50), 60), 61) as described in section 1. Watada and Masters
(2001) pointed that ocean infragravity waves excite seismic hum based on observa-
tion of ocean bottom pressure gauge.153) Comparisons of estimated source distri-
bution69), 70), 72), 92) with ocean wave height model showed that the dominant sources
are ocean infragravity waves. The energy partitioning between the toroidal and
spheroidal modes suggests that the source is represented by random shear traction
at the seafloor. To clarify the force system quantitatively, source spectra of the ran-
dom pressure and shear traction on Earth’s surface were inferred by fitting synthetic
spectra to observed cross-spectra between pairs of 618 global broadband stations,121)

as shown in Figure 8. The result indicates dominance of shear-traction for frequen-
cies above 5 mHz. However, pressure sources at the seafloor become important for
frequencies below 5 mHz. Physical mechanisms other than the topographic coupling
of ocean infragravity waves must also be considered.

Shear traction can be attributed to the topographic coupling between ocean
infragravity waves and background Love and Rayleigh waves.13), 14), 143) Here we
consider a simplified model of the topographic coupling shown in Figure 9. First,
a wave packet of ocean infragravity waves propagates. Incremental pressure δp

exerted by the ocean infragravity wave ρgζ acts on the seafloor, where ρ is the
water density, g is gravitational acceleration, and ζ is vertical displacement of the
sea surface (Figure 9(a)). The pressure fluctuation propagates to the right in Figure
9 with phase velocity of

√
gD, where D is water depth. In the case of a flat seafloor,

the net incremental pressure acting on the seafloor is canceled out (Figure 9 (a)).
When a seamount exists beneath the wave packet, the horizontal component of the
net incremental traction force remains. The net horizontal force exerted on the
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seamount excites seismic surface waves. This coupling occurs efficiently when the
wavelength λ of the infragravity waves at the frequency and the horizontal scale of
the seamount match.

To estimate this coupling more realistically, the statistical distribution of hills is
introduced (Figure 10). Then, the excitation of seismic waves by the topographic
coupling can be characterized by two stochastic parameters: the equivalent surface
shear traction τ(f), and the correlation length Ls(f). These values can be estimated
as follows:

τ(f) ∼ p(f)C
H(λ)2

λ2
, Ls(f) ∼ λ =

√
gD

f
, (1)

where H(λ) is the height of the hill with a horizontal scale of the wavelength λ,
C is a nondimensional statistical parameter of the hill’s distribution,11), 13) and p is
the power spectrum of pressure at the seafloor with an order of magnitude of 104

Pa2Hz−1.154)–156) These two parameters can explain the observations despite the
high uncertainty. These two parameters cannot be constrained independently from
the observations. They can only be inferred in combination, which reflects forcing
per unit wavenumber (effective shear traction121)) given by

τ(f)
Ls(f)

2

4πR2
. (2)

(a) Flat sea floor (b) A sea mount

Net horizontal force

Ocean infragravity wave

δp
D

ζ

gD

Figure 9: Schematic of the topographic coupling between ocean infragravity waves
and seismic surface waves. (a) A wave packet of ocean infragravity wave propagates
with phase velocity of

√
gD to the right. In this case, because the seafloor is flat,

the net incremental pressure δp acting on the seafloor by the ocean infragravity
wave is canceled out. (b) A seamount exists beneath the wave packet. The vertical
component of the net incremental traction force is canceled out. However, the
horizontal component remains and excites seismic surface waves.

Ocean infragravity waves are generated by nonlinear forcing caused by higher-
frequency wind waves with dominant periods of approximately 10 s in the surf
zone.157)–159) When two wind wave trains travel in opposite directions, ocean in-
fragravity waves are generated based on the difference in frequency between these
waves. Ocean infragravity waves are trapped in the shallow water (low-velocity re-
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gions) where strong nonlinear forcing occurs,160) known as edge waves. In the shallow
waters of the surf zone, the fronts of infragravity waves steepen and increase in am-
plitude; this phenomenon is known as surf beat. Some portion of the energy leaks
into the deep ocean (leaky waves). Array analysis of ocean-floor pressure gauges
in the deep sea record such propagation from coasts exposed by storms.154), 161), 162)

These leaky waves can travel across oceans with typical durations of several days.163)

The typical amplitudes observed for leaky waves are 5–10 mm,164) although these
amplitudes show seasonal variations. The ocean wave action model has thus been
extended from wind waves to ocean infragravity waves,165) and can capture between
30% and 80% of the variance in the heights of these waves, although they are not
yet fully understood.

To explain the observed effective pressure source below 5 mHz, there are now
two possible origins: ocean waves and atmospheric disturbances.

First, let us consider the linear and nonlinear excitation mechanisms of ocean
waves. When ocean infragravity waves are generated, a similar forcing of Rayleigh
waves at the difference in frequency can be anticipated.155), 166) However, the ampli-
tude of these waves is estimated to be negligible.10), 113), 167) The next mechanism is
linear forcing caused by the pressure fluctuations modulated by a sloping seafloor in
coastal regions where the typical spatial scale is longer than the wavelength of the
ocean infragravity waves.113) This mechanism can explain the observed amplitudes
within the uncertainty of the parameters.113)

Another possible source is atmospheric disturbances. Observed clues for this
mechanism are (1) coupling between the fundamental spheroidal modes of the Earth
and atmospheric acoustic modes,54), 168) and (2) the background atmospheric Lamb
waves.125) Here, atmospheric Lamb wave propagates non-dispersively in the hor-
izontal direction with a sound velocity of about 310 m s−1, while it is balanced
hydrostatically in the vertical direction.169) The observed coupling characterized
by excess amplitudes of two slightly different resonant peaks at 3.7 and 4.4 mHz
suggests that the excitation sources have a little energy in the atmosphere. The
observed Lamb waves suggest that their common excitation sources for the coupled
modes and the Lamb waves are atmospheric disturbances in the troposphere.125)

The atmospheric disturbances in the troposphere are also expected to contribute to
the excitation of the other uncoupled fundamental spheroidal modes. A schematic of
atmospheric excitation by cumulus convection in the troposphere170) specifically is
illustrated in Figure 10. The power spectrum of random atmospheric pressure fluc-
tuations p from cumulus convection with the correlation length Lp may contribute
the observed pressure source of seismic hum below 8 mHz (Figure 8). Because these
parameters are associated with high uncertainties, observational constraints on the
global averages of these parameters are required. For the further discussions, the
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source locations should be addressed.

4.2 Primary microseisms

With increasing frequency, pressure fluctuation of ocean gravity waves cannot reach
the seafloor in the deep ocean because these fluctuations decay exponentially ac-
cording to the wavelength. At 0.07 Hz, the pressure of ocean gravity waves at the
seafloor at a depth of 100 m is about 1% of the surface pressure. As a result, the
observed coastal source distribution of primary microseisms can be explained by
excitation by ocean gravity waves at the seafloor in coastal areas10), 113), 171), 172) shal-
lower than approximately 100 m. Although pressure fluctuations of ocean gravity
waves cannot excite seismic waves in a stratified Earth, the pressure fluctuations
modulated by a sloping seafloor at the shore can excite them.113), 173), 174) However,
this model cannot explain the observed equipartition between Love and Rayleigh
waves.14), 68) This energy partition suggests excitations by shear traction at the
seafloor, which may also explain the little observation of teleseismic P waves of pri-
mary microseisms caused by the radiation pattern of these waves.123) A possible
physical mechanism is linear topographic coupling at the shallow seafloor,13), 143) as
shown in Figure 10(b). Observations from a seismic array in Europe show that the
energy ratio of Love to Rayleigh waves depends on location.100) This observation
may be attributed to radiation patterns controlled by bathymetry. To further under-
standing of these observations, more quantitative modeling of this wave excitation
with realistic topography should be carried out.

This mechanism requires a linear relationship between ocean wave height and the
excited seismic wave amplitude. This relationship was confirmed through compari-
son with ocean wave height data collected by buoys. When a severe storm occurs,
the evolution of the peak frequency of primary microseisms over time coincides with
that of ocean wave height data.10), 173), 175) Figure 11 shows an observational com-
parison with running spectra of ocean wave heights and of ground motion at the
seafloor during times of high local ocean wave activity. The excitation amplitude
of primary microseisms should be linearly proportional to significant ocean wave
height when the dominant excitation source is near the station.171)

The major difficulty for source localizations is scattering by the water column
and thick sediment. To avoid this difficulty, source localization by teleseismic body
wave microseisms may be applicable to constrain the excitation, as in secondary mi-
croseisms. However, the teleseismic body-wave amplitudes are too small for source
localization.123) The recent development of dense arrays may make this localization
possible. For source localization, tidal modulation of primary microseisms176) may
also be applicable as a proxy for the coastal generation because of the strong non-
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Figure 10: (a) Schematic of the excitation mechanisms of seismic hum. The ob-
served equivalent shear traction source at the seafloor can be explained by the
topographic coupling between ocean infragravity waves and the background Love
and Rayleigh waves. This coupling occurs efficiently when the wavelength λ of
the infragravity waves at the corresponding frequency and the horizontal scale of
the topography match each other. H(λ) is the height of the hill with a horizontal
scale of λ. This figure also shows a schematic of the atmospheric excitation caused
by cumulus convection in the troposphere. Random pressure fluctuation of cumu-
lus convection δp with the correlation length Lp excites background Rayleigh waves.
(b) Schematic of excitation mechanisms of primary and secondary microseisms. The
excitation of primary microseisms can be explained by the topographic coupling in
a shallow coastal region. The excitation mechanism of secondary microseisms can
be explained by nonlinear forcing at the surface of the ocean by ocean swell in both
coastal and pelagic areas. When two regular wave trains traveling in opposite di-
rections with displacement amplitudes at the sea surface interact, the second-order
pressure fluctuation δp at the sea surface with the correlation length Lp excites
background Rayleigh waves.
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linear effect between ocean gravity waves and tides in shallow source areas caused
by the tidal modulation of ocean infragravity waves.177)–179)

4.3 Secondary microseisms

Observed source distributions indicate that the excitation sources are ocean swell ac-
tivities. Figure 11 shows that the frequency of secondary microseisms is double that
of the ocean swell. This relation is confirmed by the observation of a severe distant
storm event,10), 173), 175) and can be explained by the Longuet-Higgins mechanism.20)

First, let us consider an analogy of a pendulum181) proposed by Longuet-Higgins
(1953) illustrated in lower panels of Figure 12 (a)–(d). This analogy applies to two
regular wave trains traveling in opposite directions with a displacement amplitude
at the sea surface that interact as shown in Figure 12. The upper panels of this
figure show a standing wave at angular frequency ω, that does not propagate to-
ward a specific direction. Here we consider a standing wave with the displacement
amplitudes of sea surface ζ given by

ζ = ζ0 cos kx cosωt, (3)

where ω is angular frequency, k is wavenumber, ζ0 is the amplitude, x is horizontal
location, and t is time. The center of mass oscillates vertically with frequency 2ω;
the centroid depths of Figure 12(a) and (c) are higher than those of (b) and (d). To
cause the periodic vertical oscillations, a periodic external force with frequency 2ω
is required; the pendulum depicted in the lower panels may be a suitable analog.
Displacement of the pendulum corresponds to movement of water and the force at
the pivot point represents pressure at the bottom. The bottom pressure is estimated
to be

− ρ(ζ0ω)
2 cos(2ωt)

2
(4)

as shown in Figure 12(e). The second-order pressure fluctuations reach the deep
ocean floor, whereas pressure fluctuation of linear ocean gravity waves attenuates ex-
ponentially,182) as shown by ocean floor observations (Figure 11(c)). Thus, pressure
fluctuations, which correspond to forcing at the pivot point, should be proportional
to the power of the amplitudes of ocean swell.

Hasselmann (1963) extended the Longuet-Higgins theory to random wave fields.10)

For quantitative assessment, let us summarize the theory of the relationship between
second-order forcing by ocean swell and the frequency–directional spectrum of ocean
swell183) as described by Ardhuin and Herbers (2013). The power spectrum of the
second-order pressure fluctuation Fp at frequency f with the correlation length Lp(f)
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Figure 11: Wave spectral variation during the July 1991 ULF/VLF (ULF, ultra-low
frequency; VLF, very low frequency) experiment along the Oregon coast. (a) Run-
ning spectrum of wave height data at an offshore the National Oceanic and Atmo-
spheric Administration (NOAA) buoy 46005. (b) Running spectrum at a nearshore
NOAA buoy 46040. Ocean bottom power spectra at a coastal ocean floor seismic
station at ULF from the (c) differential pressure gauge, ULF-P, (d) vertical seis-
mometer, ULF-Z, and the (e) northerly-oriented horizontal component seismometer,
ULF-N, for the same time periods as the wave data. (f) The corresponding displace-
ment response at the inland seismometer COR. All spectra are in dB, with spectral
values outside the ranges shown set equal to their respective boundaries, with the
highest amplitudes in pink. Figures 11a and 11b and Figures 11d and 11e have the
same spectral ranges. Temporal tick marks indicate 12-hour intervals. From Figure
6 of Bromirski (2002).180)
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Figure 12: (a)–(d): Snapshots of a simplified model analogous to a pendulum. A
standing wave that does not propagate toward a specific direction. Here T is the
period given by 2π/ω. (e): Displacement of the mass and the force at the pivot
point against time. This figure is illustrated after Longuet-Higgins (1953).181)

can be represented by a frequency–directional spectrum of ocean waves:

Fp(k ∼ 0, f) =

(
2π

L

)2

ρ2g2fE2(f/2)I(f/2), (5)

where ρ is the density of water, g is the gravitational acceleration, f is the frequency
of secondary microseisms, E(f/2) is the power spectrum of ocean wave height,
and I(f/2) is the directional overlap integral, which shows the contribution of the
standing wave component. If the source area S is localized, the MS amplitude of
the centroid single force can be expressed10), 85), 112) as

2π

√(∫
Fp(f)df

)
S. (6)

Based on this framework, the amplitude of the secondary microseism A2 is pro-
portional to the power of ocean wave height in the dominant source area, whereas
that of the primary microseisms A1 is proportional to ocean wave height in the domi-
nant source area. At coastal stations, because common sources for both primary and
secondary microseisms are anticipated to be located near stations, A2 is expected
to be proportional to (A1)

2. Figure 13(a) provides an example of this phenomenon
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in Japan. This figure is a plot of probability density against MS amplitudes of A1

and those of A2, which show this relationship clearly. In contrast, at continental
stations in China, both wavefields of primary and secondary microseisms are more
stationary (Figure 13(b)), because they are scattered during the propagations from
the distant sources distributed on larger areas.

Recent research has demonstrated that the Longuet-Higgins mechanism, in con-
junction with an ocean wave action model, can quantitatively represent observed
Rayleigh waves,26), 111), 113) including those from pelagic and coastal sources. Source
site effects caused by the water column are also crucial for quantitative comparison.
Resonance in the water column amplifies secondary microseisms depending on the
water depth at the source area.26), 118) Although Rayleigh wave propagation from
ocean to continent is complex,75) the simple 1-D Earth model can explain most of
the observed amplitudes. This theory can now explain the observed amplitudes
of teleseismic P-wave microseisms81), 85), 114), 118), 150) (Figure 3 and 4). These figures
show that observed teleseismic P-wave microseisms can generally be explained by the
Longuet-Higgins–Hasselmann theory. The theory with an ocean wave action model
can predict source locations inferred from P-wave microseisms.81), 85), 114), 118), 150) Lo-
cal environmental conditions, which are not considered in the ocean wave action
model, also contribute to excitation. For example, the presence of sea ice around
stations111) and local winds110) are correlated with the local activity of secondary
microseisms. Discrepancies between seismic observation and the ocean wave action
model may contribute to constructing a better ocean wave action model.

5 Conclusions

The ambient seismic wave field is excited by oceanic gravity waves primarily be-
tween 1 mHz and 1 Hz. Based on the typical frequencies of these waves, they are
categorized into seismic hum (1–20 mHz), primary microseisms (0.02–0.1 Hz), and
secondary microseisms (0.1–1 Hz).

Seismic hum has been observed globally at a number of stations. The ex-
cited modes of these oscillations are almost exclusively fundamental spheroidal and
toroidal modes. The amplitudes of the toroidal modes are larger than those of the
spheroidal modes. The inferred spatio-temporal variations of source distribution
suggest that ocean infragravity waves are the dominant source of these oscillations.
The source of this excitation may be random shear traction at the seafloor. This
shear traction can be explained by linear topographic coupling between ocean in-
fragravity waves and seismic modes. The pressure source is also significant for
oscillations below 5 mHz. In this frequency range, the power spectra of vertical
ground motions show two resonant peaks, at 3.7 and 4.4 mHz, which show acoustic
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Figure 13: (a) Plot of probability density against MS amplitudes of primary mi-
croseisms from 0.05 to 0.1 Hz ⟨(A1)

2⟩ and those of secondary microseisms from
0.1 to 0.2 Hz ⟨(A2)

2⟩ for vertical components at all F-net broadband stations in
Japan deployed by the National Research Institute for Earth Science and Disaster
Resilience from 2004 to 2010. Values are normalized based on the New Low Noise
Model (NLNM).12) The value of ⟨(A2)

2⟩ is approximately proportional to ⟨(A1)
2⟩2.

(2) The probability density plot for vertical components at inland Chinese stations
LSA, HIA, and WMQ deployed by the New China Digital Seismograph Network
from 2004 to 2005. This figure suggests that the seismic wave field could be more
diffusive.
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resonance between the atmosphere and the solid Earth. Background atmospheric
Lamb waves are also observed in this frequency range. These observations suggest
that atmospheric disturbance, such as cumulus convection, may also contribute to
excitation below 5 mHz.

The excitation sources of primary microseisms are distributed in shallow coastal
areas. This excitation can be explained by forcing by ocean swell at shallow depths
on continental shelves. Equipartition of Love and Rayleigh wave energy suggests
that linear topographic coupling of ocean swell with Love and Rayleigh waves at the
shallow depths plays an important role in these excitations.

The excitation sources of secondary microseisms are distributed in both shal-
low, coastal areas and pelagic areas. Recent developments in source location with
body-wave microseisms enable us to estimate forcing quantitatively. Inferred spatio-
temporal variations of source distribution show that these microseisms can be ex-
plained by nonlinear forcing caused by standing ocean swell at the sea surface. An
ocean wave action model can, therefore, be used to predict excitation amplitudes.
Quantitative comparison of forcing estimated using an ocean wave action model
with forcing inferred from seismic records may clarify ocean wave activities.

For a comprehensive understanding of the ambient seismic wave field, the solid
Earth, the ocean, and the atmosphere must be considered as a coupled system.
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