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Density waves in gravity-driven granular flow through a channel

Elizabeth D. Liss, Stephen L. Conway, and Benjamin J. Glasser®
Department of Chemical and Biochemical Engineering, Rutgers University, Piscataway, New Jersey 08854

(Received 26 July 2001; accepted 17 June 2002; published 6 August 2002

A molecular-dynamic computer simulation is used to examine rapid granular flow in a vertical
channel. A two-dimensional event driven algorithm is used with periodic boundary conditions in the
flow direction and solid walls in the lateral direction. Flow in the channel leads to an
inhomogeneous distribution of the particles and two distinct types of density waves are identified:
An S-shaped wave and a clump. The density waves are further characterized by quantifying their
temporal evolution using Fourier methods and examining local and global flow properties of the
system, including velocities, mass fluxes, granular temperatures, and stresses. A parametric study is
used to characterize the effect of the system parameters on the density waves. In particular we are
able to show that the dynamics of large systems are often qualitatively and quantitatively different
from those of small systems. Finally, the types of density waves and dominant Fourier modes
observed in our work are compared to those that are predicted using a linear stability analysis of
equations of motion for rapid granular flow. @002 American Institute of Physics.
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I. INTRODUCTION automata simulatioR® have identified density waves in
gravity driven granular flows. PoscRélconducted two-
Although the transport of bulk solid materials is an inte- dimensional molecular-dynamic simulations of flow through
gral part of many industrial processes, a fundamental unde& narrow vertical pipe and found that even if the flow is
standing of granular flows is far from complete. The flow of initially uniform, density waves become apparent. Peng and
granular material has been seen to exhibit many complexitieslerrmani® used a lattice-gas-automata simulation to exam-
including normal stress differences, heap formation, convecdne density waves and found that inelastic collisions between
tion under vibration and density inhomogeneitie There  particles and rough walls were necessary for the formation of
has recently been a significant amount of interest in underhese waves. A parametric investigation of the types of den-
standing the formation of density waves and their effect orsity waves that form and an examination of the effect of the
rapid granular flows. Because of the complex behavior oinhomogeneities on the global flow properties of granular
granular flows, researchers have generally focused on gematerials have been left incomplete.
metrically simple flow situations. Such work includes flow in In addition to simulations, continuum theories have been
shear cells, inclined chutes and vertical channels and variougeveloped to investigate granular flow in channels. Density
types of density waves have been observed in all of theswaves in gravity-driven granular flows in a vertical channel
systems’:’~* Density waves may affect the flow properties, have been studied using a variety of techniques including
heat transfer, and reaction rates of a process involving granunodeling the system as interacting kinetic watfssing the
lar materials’® In addition, an understanding of the rapid Langevin equatioR® and using the kinetic theory of dissipa-
flow of a granular material ties in directly with an under- tive gasses$®! Wang, Jackson, and Sundare€aronducted
standing of many gas—particle flod%:* In general, gas— a linear stability analysis of equations of motion for granular
particle interactions as well as particle—particle and particle-materials? for three-dimensional gravity flow between par-
wall interactions can lead to the formation of density wavesallel walls. They found that the base state was unstable to
in gas—particle flows. In this work we are interested in charperturbations in the form of density waves. Eigenfunctions
acterizing and examining the effect of density waves in rapictorresponding to the unstable modes were examined and it
granular flow in a vertical channel. was observed that three basic structures could be identified.
Molecular or particle dynamic simulations have becomewang and Ton$ examined the temporal evolution of these
an integral tool in investigating granular flof%:* Such  three instability modes through numerical simulation and
simulations are very powerful tools because, in principleFourier analysis. Valance and Le Penttamnnected density
they are able to give one all the information about thewaves in vertical channel flow to dynamical instabilities by
system:*#240ne is able to obtain local information on flow conducting a linear and nonlinear analysis of quasi-one-
and stresses that are difficult if not currently impossible todimensional equations of motion for granular materials. They
obtain experimentally. Particle dynarfic’ and lattice-gas- found that below a critical value of flow density the flow
destabilizes and density waves form.

aAuthor to whom correspondence should be addressed. Telephone: 732- On earth an int'erStitial fluid, S.U_Ch as f?.il‘, i§ usually
445-4243; fax: 732-445-2581. Electronic mail: bglasser@sol.rutgers.edu present and depending on the specific flow situation the hy-
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drodynamic forces due to the interstitial fluigir) may have y
a significant effect on the flow of grains. The role that the X
interstitial fluid has in the formation of density waves in
vertical channels has been a subject of investigation. Much d
. / A < @ ©
of the recent experimental work done on gravity flows of @ ® _ 00 _0
D . . .0 © ® .0

granular material in pipes has examined the different flow .. .Q ... Q. ..
regimes found in narrow pipe§:234-3Horikawa et al3* 00,® ¢ ® g @
hypothesized that back flow of gas is necessary for the for- ® o %0 0g0 0

) . : e® ® O ® o
mation of density waves. These results and the theoretical L ® 090 .. .. ®
and computational investigations that are able to predict the © .Q‘C. (J .. .‘
formation of density waves without considering the presence .. .. ® Py ® '.. g
of air, question the relative importance of the mechanisms ® ©9® ...‘.
proposed for the formation of density waves. To gain a com- 00 00 o .. .‘

; ; : ® .0 ©
plete understanding of gas—solid flows one must take into ® '. .O .O. ®
account both the effects of gas—solid interactions as well as .. .. .....‘.
particle—particle interactions. Models of gas—solid flows of- ® ® ® .O. ..‘.

- e'e®
ten contain separate terms to model forces due to gas— VY le
particle and due to particle—particle interactidhsf inho- < >
mogeneities occur it is important to understand the effect of
inhomogeneities on both of these terms. This work will in- W

vestigate the effect of inhomogeneities on the particle—
particle contribution to the stress tensor.

The structure of this paper is as follows. In Sec. Il the
computer simulation used for this study will be described. In
Sec. Il the density waves we have observed will be charac- M, C1 + MyCy = My C) +M,Ch, (1
terized. Two distinct types of density waves are identified
and the effect of system parameters on the type of wave thatherem; is the mass of theth particle,c; is the translational
forms is examined. The temporal evolution of the waves isvelocity of the particle and primed quantities indicates post-
examined using Fourier methods. This is followed by a dis-collisional quantities. The degree of inelasticity is reflected
cussion of the effect of the density waves on characteristié the coefficient of normal restitutiom,, , which is the ratio
flow propertiesl Section |V offers a Comparison with theoret-Of the pOSt-COIIiSionaI and pre-CO”iSion velocities normal to
ical predictions and Sec. V a summary of the results. the particle—particle surface contact. This information takes

the following form:

FIG. 1. Schematic of gravity-driven flow in a channel.

II. COMPUTER SIMULATION o — _k'WiZ 2
P k. ’
The system studied in this work consistsNfidentical K-wp
rigid disks of equal mass and diameteenclosed in a rect-  wherew;,=c;,—¢, is the relative velocity of the colliding
angular cell of lengtiL. and widthW (see Fig. 1 The sys-  particlesk is the unit vector along the line from the center of

tem is enclosed with solids walls in the laterg) (direction  particle 1 to the center of particle 2 and is given by
and is periodically extended in the verticat)(direction.

This two-dimensional system of disks can be interpreted asa | _ (X1~ Xp) 3)
three-dimensional system with the motion of the sphéoés [[%1 =X’

appropriate magsonfined to thex—y plane of interest. In . . . .
this work we have simulated the rapid flow regime where itwherex, 's the position of thath particle.

is assumed that collisions between particles are binary an The relative tangential velocities after a particle—particle
. en p ary ollision are based on the surface friction. Surface friction
instantaneous and that the particles act as hard disks.

or particle interactions is modeled by incorporating a tan-

have adop_te_zd an event drlyen algorlt_h m, which is Computa@]ential coefficient of restitution3, which is equal to the ratio
tionally efficient for the rapid flow regimé.

. . . of the final to initial relative tangential velocities at the point
The only interactions that are allowed are instantaneou 9 P

. . U3t contac® The tangential coefficient of restitution is
contacts between pairs of particles and between a particle 9

. . 10
and a wall. The lateral component of velocity of each diskglven by the following relationshif

remains constant between collisions and the vertical compo- kX g;,= — B(kX g;»), (4)
nent of the velocity increases due to the gravitational force.

When the disks impact they lose energy due to the fact thathere

the collisions are inelastic. The determination of the post- d

collision velocity is determined by conservation of linear O12= Clz—ikx(wﬁ wy),

momentum together with the additional information pro-

vided by the restitution of the particle. Conservation of linearand d and w; are, respectively, the diameter and angular
momentum can be written in the following form: velocity of the {th) particle.
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The effect of particle friction can be examined by vary- ment of steady flow regimes and the behavior of the system
ing the value ofB chosen. The paramet@rwas initially set  once it has reached a statistical steady state will be examined
equal to— 1, which results in the tangential components ofin Sec. Il A.
the velocity to remain unchanged upon particle—particle im-  The program only searches for collisions between par-
pact. This case will allow for a direct comparison with pre- ticles that are located near each other, which is accomplished
vious continuum work on this system. The situation of fully by sectioning the system into cells. Only the particles that are
rough particles was also examined by settih@qual to 0, found in either the same or neighboring cells are examined
which makes the surface friction of the particles largefor collisions®? The enhanced computational speed is neces-
enough to stop any relative tangential motion of the particlesary to perform simulations of large systems for long times,
upon impact. Intermediate cases were also examined in ordghich are needed because the dynamics of large systems are
to ascertain the effect of particle friction on the resitee  quantitatively (and sometimes qualitativelydifferent from
Sec. Il A). those of small systems. The difference arises due to the fact

The solid boundaries are modeled as frictional surface#hat density inhomogeneities that form in small systems can
and a particle impacting with a wall is analogous to a particlebe different from those that form in larger systems. The ef-
colliding with a particle of infinite mass moving at the ve- fect of the different types of inhomogeneities on the flow will
locity of the wall. A unique coefficient of normal restitution, be examined by considering system properties such as
e, is defined for collisions between particles and a wall.stresses and granular temperature.
The frictional properties of the walls were modeled in two  Transfer of microscopic momentum leads to the con-
different ways. The first involved the use of a specularitytinuum stresses in the system. The total stress experienced by
coefficient,¢’, which is defined as the average fraction of a flowing granular material is the sum of a kinetic and a
relative tangential momentum transmitted from a particle tocollisional stress. The kinetic stress tensor is givef by
the wall during impact! The second involved the use of a K o
unique coefficient of tangential restitutio,, for collisions T=ppr(uiu’), ®)
between particles and a wAfl. This model has been imple- whereu’ is the instantaneous deviation from the mean ve-
mented by a large number of researchers carrying out patecity, p, is the particle densityy is the solids fraction, and
ticle dynamic simulation$.By varying 3,, or ¢' the effect (') represents an average over all particles in a particular
of wall boundary conditions could be examined. The firstcell. The collisional stress tensor can be writtef’as
model(i.e., a specularity coefficientvas chosen because it o
will allow for a direct comparison with a continuum analysis T =df(Jk), ®)
of this system, which will be discussed in Sec. IV. Defining awhered is the particle diametef, is the aredor volumetrig
specularity coefficient is equivalent to defining a tangentialcollision frequency.J is the impulse that is transferred be-
coefficient of restitution for stationary walls. The effect of tween the two particles over a distance equal to the particle
wall friction can be examined by varying the value éf  diameter. It is equal to the magnitude of the change in mo-
chosen. A value ofp’ =0 corresponds to a fully rough wall mentum of the colliding particles and is given by the follow-
(i.e., after a collision there is no relative tangential slip be-ing equatiorf*®
tween the particle—surface and the walhile nonzero val- o m (14 8)
ues allow for tangential slip. _

Two initial co?]ditions aF:e used in this work. The first is =32 (1+ep) (G Kokt 2 (1+K) K (G2 (k-012)),
a homogeneous initial condition and is a gas of initial uni- (7)

form macroscopic density, which corresponds to an elastigherem is the mass of a particle ardis a parameter which

hard disk gas with zero average v_eloéﬁyl'he configuration  gescribes the spatial distribution of the mass and is given by
is achieved by first distributing disks uniformly within the

enclosure and then assigning the disks velocities drawn from 2l
a Gaussian distribution with a zero mean and a variance that T a2
corresponds to the initial granular temperature. The second . N : .
initial condition is a plug of material in the center of the and| is the mor.nen't of inertia of the particles and is equal to
channel. This condition corresponds to the fully developeo(mdz)/8 for solid disks. . . .

flow that is observed in small channels and thus in some A_” stresses are repo_rted n adlmen5|on!ess form and are
sense represents a base state flow solyder Sec. Il A for nond_|men3|onall_zed u5|_ng]pr. An additional macro-
further detail$. This initial condition will allow for a direct scopic value of interest is the granular temperature which is
comparison with previous continuum work on channel flow, 91VeN by

From these initial states the simulation is allowed to evolve. — +_ L'y, (9)

In many granular flows it has been shown that as the system

evolves, from an initial uniform condition, the global prop- The granular temperature is nondimensionalized using the
erties of the system, including stress, change significantlgcalinggW. The fluctuation velocities have been computed
until the system reaches a statistical steady statesimilar  relative to average velocities in the region being examined.
behavior is observed for gravity driven flow in a channel.This is equivalent to dividing the system into cefis both
Once the statistical steady state has been achieved, represéirections and collecting statistics in these cells. The forma-
tative macroscopic quantities were calculated. The developgion of density waves will lead to dense and dilute regions

®
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within the flow and the instantaneous local average velocity (a) (b)
in a small region will in general differ from the global aver- 160 160
age values(In any discrete system, statistical fluctuations
about the average would occur, but the density waves will
increase the magnitude of these velocity fluctuations. LU 80 - 1L 80 -

For the system described above the relevant dimension- 4, |

120 - 120 -

40 -
less length scales are the ratio of the length to wid#vy,
and the ratio of the width to the diameter of the particles, © " ' T ' 0 - - T -
W/d. An additional parameter of interest is the solids frac- o 10 21? 30 40 0 10 2t0 30 40
tion, v. These three parameters are related by the definitior
of the solids(area fraction: (c) (d)
VTAWL T L (w2 (19 120 MN 120 >'\\\/”*"“
wid weo{ D weo{ j
The effect of varying each of these parameters on the flow 40 - 40 1
behavior will be discussed below. Since we have used the 0 0
dimensionless parameters in this work, the value of the di- o 10 20 30 40 0 10 20 30 40

ameter of the particles is only important relative/tb How- t t
ever it is convenient to define a diameter in order to compare _ , _ _ ,
our results with theoretical predictions: for this purpose WeFIG' 2. Dimensionless system average energy vs dimensionless time for

. . P ! . purp systems of varying size and initial conditiona//d=33.3, v,4=0.31, e,
defined=1800um without any loss of generality. The rel- Zq g5 e,=0.97, andg’=0.6.(a) L/W=2, from uniform initial condition,
evant time scale of the system i#/(g)¥? and the relevant (b) L/W=4, from uniform initial condition,(c) L/W=2, from plug initial
mass isppﬂ-(d/4)2_ Because the particles simulated have ac_ondition,(d) L/W=4, from plug injtial condition.(The plug initial co_ndi—
uniform mass and the stresses are scaled by the density, tﬂ%‘ was created from a simulation of an equivalent system Wit

| | f th d ff, f th | =0.5 from an initial uniform distribution. The end state was then duplicated

actual value of the _mass oes npt a. ect any of the _resu t@ngitudinally as necessary for larger systems and used as the new initial
presented. All velocities reported in this work are nondimen-state)

sionalized using the scalingy(V)*2

same parametefas in Figs. 2a) and 2b), respectively but

Ill. RESULTS AND DISCUSSION with an initial condition corresponding to a plug of material
in the center(see caption for details Each of the simula-
tions, respectively, reached the same plateau value of the

Although much of this work is concerned with charac- total energy reached using the homogeneous initial condi-
terizing the flow regimes, we will start by examining the tion. The fully developed flow behavior of the systems with
development of inhomogeneities from a homogeneous initiaghe different initial conditions were also indistinguishable.
condition. Investigating the transient behavior of the flows  Simulations were carried out for differeht W values
will also contribute to our understanding of the relationshipand it was observed that in each case the energy reached a
between the various forms of inhomogeneities that are idenplateau which corresponded to a fully developed state with
tified. Figure 2 shows the development of the average kinetian associated flow structure. Figure 3 summarizes the evolu-
energy per particlels, vs time,t, for systems with the ma- tion of structure with system size and depicts the state of the
terial properties listed in Table | and two differelntW ra-  systems after the simulations are considered to have reached
tios. The parameters in Table | correspond to our base casefully developed state. These plots represent snapshots of
and represent a system where wall friction is modeled by &ystems with different length but with the same average sol-
specularity coefficient. In Fig. 2, time and energy are nondiids fraction, diameter of the particles, coefficient of restitu-
mensionalized using the scalingV(g)? and Wg, respec- tion and width. Figure 4 shows vector plots of the flux of
tively. Figures 2a) and 2b) show that from a homogeneous material for each of the systems examined in Fig. 3. The flux
initial condition of low granular temperature the energy in- plots are calculated by dividing the system into cells, which
creases as the particles speed up due to the gravitationedbntain on average three particles, and multiplying the local
force. As the particle velocities increase, the dissipation of
energy due tdinelastig particle—particle and particle—wall
collisions also increases and eventually this leads to a plated¢BLE |- Material properties.

A. Characterization of the density inhomogeneities

i_n tlhe total energy. The system is considered to be at a Stgs, e diameter: 0.0018 m
tistical steady state once the energy of the system does n@fdth to diameter ratiow/d: 33.3
vary by more 5% of the plateau value for 500 collisions perSolids fraction,: 0.31
particle. In the figure it can be seen that the plateau in energ ”'C'efpla”'c'ﬁe_ C_Oeff'cf'e”t of V?Sr;mt'oapi 0-815
H — — angential coefficient of restitutio -
(per particlg for L/W=2 andL/W=4 are not the same. . Particle—wall coefficient of restitutiors,, : 0.97

This will be discussed further after examining each system iry

- ) pecularity coefficient of wall collisionsp’: 0.6
more detalil. In Figs. @) and Zd) results are shown for the

Downloaded 11 Apr 2008 to 133.11.199.19. Redistribution subject to AIP license or copyright; see http://pof.aip.org/pof/copyright.jsp



Phys. Fluids, Vol. 14, No. 9, September 2002 Density waves in gravity-driven granular flow 3313

region in the center of the channel. As time proceeds the
dense region consolidates forming into a plug flow with the
maximum density and downward velocity corresponding to
the center of the channel. Once the average energy of the
system reaches a plateau value, the particles remain consoli-
dated and flow as a plug. Plug flow can be defined as a flow
where there is a density variation in the lateral directjibre
direction perpendicular to the flovbut there is no apparent
structure in the vertical directiofthe direction of the flow
Even in the relatively small system, in Fig(aB there is
some slight variation in the vertical direction. In order to
obtain a “pure” plug flow, which is not susceptible to slight
variations in the vertical direction, even shorter systems need
to be simulated. Systems as smalll@&V=0.5 have been
simulated and showed a “pure” plug flow.

It is not surprising that a system bounded with walls
should develop a plug flow since a similar structure, with a
low density region near the walls and a high density plug in

FIG. 3. Scatter plots of the position of the particles at statistical steady statﬁ,]e center of the flow domain. has been observed in Couette
for systems of varying siz&V/d=33.3,v,4=0.31,e,=0.85,¢,=0.97, and fI0W7'23'44‘48and ravity flow S’ stem%o Plug flow has been
¢'=0.6. (8 L/IW=1, (b) L/IW=2, (c) L/IW=3, (d) L/IW=4, (¢) LIW : g y Yy -Plug

=10, (f) enlarged image of the boxed region in pafe! attributed to the shear exerted by the walls on the

particles?®*°~#'In this system witre,,= 0.97 the walls act as

a source of pseudo-thermal energy and create an increase in
average velocity and the solids fraction within that area. Thegranular temperature near the waliee Sec. Il B. The in-
local average velocities of the particles were also examinedrease in granular temperature results in a decrease in solids
and are dominated by the average velocity in the flow direcfraction near the wall and a corresponding increase in solids
tion. fraction in the center of the flodue to mass conservatipn

Due to the periodic boundary conditions in the vertical The exact shape of the solids fraction profile and the degree

direction, a particle that moves out of the bottom of the pe-of densification in the center of a Couette flow system has
riodic box will re-enter at the top. The particles are plotted asbeen shown to depend on the system param#téds v and
disks based on the position of their centers and thus there ashear raté:?4445474% similar observation can be made for
particles at the top and the bottom of the system that seem tgravity-driven flow in a vertical channé?.Depending on the
extend out of the flow domain being simulated. Figuta)3 system parameters, the gradient in solids fraction across the
shows a snapshot of the system, withW/=1. This snapshot channel can be more or less pronounced.
was generated from a simulation that started with a homoge- It is of interest to examine the structure of the plug as
neous initial condition. As the simulation proceeds the parsystem size is changed. System size is a significant param-
ticles move away from the walls and start to form a densester because many research experiments and simulations of
granular materials are done for small scales while industrial
processes are conducted on larger scales. Experimental sys-
tems or simulations may not capture the appropriate structure
formation and therefore may not capture all the physics of a
large industrial system to observe vertical structure in the
flow. Figure 3b) shows a snapshot for the fully developed
state for the same physical parameters as Fig). [3ut with
L/W=2. A one-humped S-shaped wave is now apparent and
this structure moves through system with time. It is of inter-
est to examine the temporal development of this wave. Fig-
ure 5 shows the evolution from a plug initial condition to a
statistical steady state. The plug initial condition was created
from the fully developed state fdr/W=0.5; this state was
duplicated longitudinally as necessary for the longer system.
The snapshots of the system in Fig. 5 were taken consecu-
tively in time at the points depicted as solid circles on the
energy vs time plot, in Fig. @). As shown in Fig. 8a),
initially (at the first point in timgthe particles are distributed
throughout the system in a plug. However, the plug flow is
FIG. 4. Vector plot of local average flux of material for systems of varying unstable and as time proceed§ the tOtal_ energ'y Qf the system
size.W/d=33.3,v,4=0.31,,=0.85,¢,=0.97, andp’ =06 () L/W=1,  decreases gradually and vertical density variations start to
(b) L/IW=2, (c) LIW=3, (d) L/IW=4, (e) L/W=10. develop as shown in Fig.(B).

(a) () © (d)

P
o

||||
Vo
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elsewheré? In such a case the particles are initially distrib-
uted homogeneously through the system but as time pro-
ceeds they form a dense plug in the center of the channel.
This dense region consolidates, becoming more dense and
narrow and develops into a plug flow where there is essen-
tially no variation in the vertical direction. Vertical density
variations then develop in the same manner as shown in Fig.
5. The same fully developed state evolves from the different
initial conditions.

The transition between plug flow and a S-shaped one-
humped wave has been investigated by running simulations
for decreasing values &f/W values(from 2 to 1). At inter-
mediate values ot /W the vertical instability can be ob-
FIG. 5. Temporal development of a system withV=2, W/d=33.3, v,4 _S’e_rved but becom_es less pronounced UntiV=1.1, where
=0.31,e,=0.85,e,=0.97, and$’ =0.6. Scatter plots of the positions of it iS N0 longer obviously discernable. For largefw, two-
particles at dimensionless timés t=0.5, (b) t=5, (c) t=25. humped S-shaped waves have been observed: Figaje 3

shows a snapshot for the fully developed statelfiv= 3.
The temporal evolution of this state is analogous to that for

The observed instability takes the form of an antisym-the one-humped wave. However, in this case, the instability
metric mode, i.e., a region with an increase in density has #akes the form of a period two antisymmetric mode, which
corresponding region with a decrease in density across theads to a two-humped density wave. Successive snapshots
system centerline. This leads to a S-shaped one-humped defor this case have been examin@eéde Ref. 49and while it is
sity wave that moves through the channel. This instabifiy  clear that the dominant structure is a two-humped wave at all
well as other caseswill be further characterized using a times, it can be seen that there is some modulation of the
Fourier analysis in Sec. Il C. The extent of vertical structurebasic structure as the wave moves through the system. A
initially increases and during this period the energy graduallydimensionless wave velocity was computed, as before, and it
decreases. Once the energy reaches a plateau the wave takas a value of 781 while the system average velocity is
on the essential features of a fully developed travelling wave6.9. Simulations performed at intermediate valued 6§V
i.e., a wave that has a fixed structure and moves through beshow that as./W is decreased from 3 to 2 the system can be
at a constant speed. In a continuum framework, a travelingharacterized as a two-humped wave uritilW=2.25,
wave would appear as a steady state when viewed from w&here a transition state occurs. At this valuelgfV the
frame of reference moving at the speed of the wave. In thisvave does not achieve a single identifiable structure but
discrete system, fluctuations are always present and statistather changes significantly as it moves down through the
cal variations in the total energy and structure of the wavechannel. It appears at different points in time as a one-
are observed. Thus, calling the wave a “traveling wave” ishumped wave, a two-humped wave and something in be-
perhaps not completely appropriate since there is somwveen the two.
modulation of the wave as it moves. However, the basic  Figure 3d) shows a snapshot for the fully developed
one-humped structure and general features remain presestate forL/W=4—clearly, something else has developed.
for all the times we have examingavhich correspond to The temporal development of a system withiW=4 is
thousands of collisions per parti¢ld his basic structure can slightly more complicated than it is for smaller systems and
clearly be seen in the successive snapshots shown in Figshows the relationship between the three forms of inhomo-
5(b) and Hc). geneities that we have observed in gravity driven flows of

By generating contour plots of these successive snamranular materials in a channel. Figure 6 shows the evolution
shots one can determine a velocity of the wave. For thisrom the plug initial condition to a statistical steady state for
system the dimensionless wave velocity is8®B7 while the  this system(Again, this initial condition was constructed by
system average particle velocity is 7.0. Thus, the onelongitudinally duplicating the fully developed state fofW
humped wave moves through the system with a velocity=0.5.) The snapshots of the system in Fig. 6 were taken
slightly larger than the granular materi@dn average To  consecutively in time at the points depicted as solid circles
investigate the motion of the wave we have followed specificon the energy vs time plot, in Fig(®. Initially (at the first
particles through the flow. From following tracer particles it point in time the particles are distributed throughout the
is clear that particles in the dense regions moves primarily irsystem in a plug as shown in Fig(ah. However, the plug
the vertical direction while in the dilute regions the particlesflow is unstable and as time proceeds the total energy of the
have significantly more radial motion. The correspondingsystem initially decreases and the presence of a vertical in-
flux plot in Fig. 4b) shows that most of the material transfer stability becomes apparehsee Fig. €b)]. Something that
takes place in the high-density regions. The effect of localtesembles a perturbed three-humped wave begins to form as
ized high and low density regions on the overall flow will be the energy of the system continues to decrease, goes through
examined in detail in Sec. Il B. a minimum and then gradually increases. Even though the

The evolution of the wave from the homogeneous initialenergy of the system appears to level off, it does not imme-
condition has also been examined and is presentediately reach a steady state but continues to increase slightly

(a)

o
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(b) (©) (d

(2) (®) (©) (d

FIG. 6. Temporal development of a system withV=4, W/d=33.3, v,4
=0.31,e,=0.85,e,=0.97, and¢’ =0.6. Scatter plots of the positions of
particles at dimensionless timés t=2, (b) t=7.5, (c) t=10, (d) t=28.8,
(e) t=40.

with time. This is due to the fact that the structure formation
in this system is not yet complete and it takes longer to reach
a fully developed state. Figure(@ shows that a localized
region of high density begins to form. Eventually, this region
becomes more pronounced forming a dense clump as shown
in Fig. 6(d). The clump then consolidates and remains stable
over long periods of timgsee Fig. €e)]. A Fourier analysis

will be used to investigate this case in more detail in Sec.
lnc.

The dimensionless velocity of the clump was determined
to be 9.0= 0.8 while the system average velocity is 7.7. The
corresponding flux plot in Fig. (d) shows that most of the
material transfer takes place in the high-density regions. WEIG' 7. Scatter plots _of the pc_>sition of _the partic!e_s at statisticgl s_teady state
have determined the transition from a two-humped wave to }:f ' syStemf of Vary',ng partlcle_pamde cp fmmem Of,resmu“mw

T e : 210, W/d=33.3, v,4=0.31, e,=0.97, and¢’ =0.6, (a) €,=0.85, (b) €,
clump by examining systems with intermediate values of-q gp, (¢ e,=0.925,(d) e,=0.95.
L/W. The transition occurs dt/W= 3.6, where the system
does not achieve a single structure but exists at different
points in time as a two-humped wave, a clump or as someequivalent to thousands of collisions per particle.
thing in between. Our simulations show that there are three characteristic

The above discussion shows that structure formation irstructures that can form depending on the system parameters:
simulations of gravity driven flow of granular materials in a A plug, a wavy flow(with period one or period two wavgs
channel can be controlled by the system size. Once a systeamd a clump. As discussed above, density wave formation
is large enough to capture clumping, simulating a systenhas been attributed to the presence of an interstitial fluid in
more than twice as large does not alter the flow behavior ofome case¥ 6 Although our simulations assume that there
the material. The system shown in FigeBwith L/'W=10 s no fluid present in the flow, the density waves which form
exhibits the same behavior as the system Witilv=4. Fig-  are similar to those observed experimentafl$#~2" This
ure 3f) shows an enlarged image of the region of Fige)3  work confirms that density waves can form solely due to the
which is surrounded by a dashed square, and it is appareirtelastic interactions between particles and the presence of
that within the clumped region the particles are packed verypounding walls. This is not to say that the mechanisms for
densely. The particles are organized such that there is equide formation of density waves that can be attributed to the
spacing between particles and they are aligned into layers. fresence of an interstitial fluid are unimportant. In fact these
similar layering phenomena has been observed in dense Comechanisms may be dominant in some cases, but it is impor-
ette flow simulations and can be attributed to the geometritant to understand all of the mechanisms that contribute to
packing constraints of the particléhat they cannot overlap density wave formation.
each otherwhile undergoing shear in very dense flof#s°® The results discussed thus far have been for a specific set
Although one may expect to see multiple clumps in largeof system parameters. Robustness of the results has been
enough systems, we saw no evidence of this in any of thexamined by varying the system parameters and we have
systems that we simulated. Although all of the structureseen that the three forms of inhomogeneities defined above
shown in Fig. 3 do fluctuate slightly with time, the basic are robust features over a wide range of parameters. Figure 7
features are stable over long periods of time, which isshows the effect of varying the particle—particle coefficient
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FIG. 8. Phase diagram depicting the type of inhomogeneity that is present in”,,
systems of constant size but variable solids fraction and channel width.| - C

L/W=4,e,=0.85,e,=0.97, andp'=0.6.
FIG. 9. Scatter plots of the position of the particles at statistical steady state
for systems of varying3. L/IW=2, W/d=33.3, 8,= —0.4, v,,=0.31, e,

of restitution on the fully developed inhomogeneities in a~ 2% a1d¢'=0.6.@ =-06,(b) f=-04,(0) f=-02,(d) £=0.

system withL/W= 10 and the other material properties listed
in Table I. It is apparent that this system is highly sensitive to
e,. Figure 7a) shows a snapshot of the system shown inbut exists at different points in time as a two-humped wave,
Fig. 3(e), which is characterized by a well-defined clump. Asa clump or as something in between.
the coefficient is increased from 0.85 to 0.925 and the par- Our discussion thus far has focused on a single condition
ticles lose less energy upon collision, the clump becomefor particle—particlg8) and particle—wall friction ¢'). It is
narrower and less dengsee Figs. () and 7c)]. At a high  of interest to examine the effect of friction by considering
enoughe, [see Fig. Td), e,=0.95], the system exhibits plug different cases. This is particularly important because inho-
flow (to a small extent This relatively small change in the mogeneities are formed easily in experimental systems and
value ofe, has a significant effect on the flow behavior of the ability to observe them in a simulation should not be
the granular material. In addition, these results show thatestricted to a specific set of speculative parameters. We car-
even in systems with large length to width ratios it is pos-ried out a large series of numerical experiments by changing
sible to observe stable plug flow. In contrast, simulationghe friction parameters in the model and we found the results
were performed for a particle—wall coefficient of restitution were robust in the following sense: The three types of inho-
of 0.97 and 0.5. It was found that even with such a largemogeneities(a plug, an S-shaped wave and a clynels-
range of values, the results were practically identical and thatussed above were the fully developed states that were ob-
the value of the particle—wall coefficient of restitution had served. The observed flow structure for a given set of
little effect on the flow and the inhomogeneities, except for gparameters was fairly insensitive to the particle—wall condi-
slight increase in solids fraction near the walls whep  tions while changes in the particle—particle frictional param-
=0.5. eter had a significant effect on the flow behavior. The effect
Wanget al3° showed, using a continuum theory, that the of the wall boundary condition was investigated by first
important system parameters for channel flow are the ratio ofarying the specularity coefficiet’. Simulations were car-
width to diameter of particles and the average solids fractionried out for the parameters listed in Table | kit was varied
Figure 8 shows a phase diagram of the effect of varyingrom 0.6 to 0. As discussed in Sec. Il, a value $f=0
these parameters while maintainihgW=4, e,=0.97 and corresponds to a fully rough wali.e., after a collision there
e,=0.85. At low values ofW/d, for the range of solids is no relative tangential slip between the particle—surface and
fraction examined, the system experiences plug flow. Aghe wal) while nonzero values allow for tangential slip. It
W/d is increased, at a constant value of solids fraction, thevas found that even with such a large range6fvalues, the
system experiences S-shaped wavy flow at intermediate vatesults were very similar, and the value®f had little effect
ues of W/d and clumping at the highest values\WWid ex-  on the fully developed inhomogeneities.
amined. It is apparent that as the average solids fraction is Figure 9 shows the effect of varying the particle—particle
increased there is an increase in the rang@/td values for  coefficient of tangential restitutior on the steady state in-
which wavy flow (the S-shaped wayeexists. Because the homogeneities in a system withW=2 and the other ma-
periodicity of the waves is dependent aiW, only two-  terial properties listed in Table I. As discussed in Secpll,
humped waves were observed in these simulations, with &0 corresponds to the fully rough cae., after a collision
constant value oE/W=4. For a givenL/W value we have there is no relative tangential motion of the parti¢gledile
observed that either fully developed one-humped waves og8= —1 corresponds to the smooth case., the tangential
two-humped waves can form. In addition we have observed@omponents of the velocity to remain unchanged after
that the two-humped waves occur in systems with higheparticle—particle impagt In these simulations the frictional
L/W values than those with one-humped waves. It is cleaproperties of the walls were modeled using a coefficient of
from this figure that fairly modest variations in solids frac- tangential restitutiong,, for collisions between particles and
tion or channel width can change the fully developed structhe walls(see caption Figure 9a) shows a snapshot of the
ture that is observed from a plug to a S-shaped wave to &lly developed structure for a system with a particle—
clump. As mentioned previously, it is also possible to findparticle coefficient of tangential restitution gf= —0.6. For
states where the system does not achieve a single structutegse parameters the system is characterized by a well-
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defined plug. AgB is increased from a value 6f0.6 to—0.4  presence of clusters was determined to increase the values of
the fraction of relative tangential energy lost during a colli-the long time system averaged stresses and granular
sion increases and the fully developed state changes fromtamperaturé? In the following section we will examine how
plug to a one-humped S-shaped wéasee Fig. %)]. A fur-  the coexistence of dense and dilute regions in the flow affects
ther increase irB to a value of—0.2 leads to a fully devel- global and local system properties.
oped structure that changes significantly as it moves through  To examine the effect of density waves on the flow prop-
the channel; the wave is essentially a clufspe Fig. &)] erties, both a single long time average and a profile of the
although there is marked modulation of the wave as it moveglobal quantities were calculated. Figure 10 shows profiles of
through the system. In Fig.(@ a snapshot is shown for a |ong time average values of the solids fraction, granular tem-
fully developed flow for3=0. The fully developed structure perature, scaled velocity and flux in thedirection, as a
is similar to that forg=—0.2 and as before it changes sig- function of dimensionless lateral positiov, The walls are
nificantly as it moves through the system. Further runs werqgcated atY=0 andY=1. The profiles were calculated by
carried out for other parameter values and the general trenglyiding the systems shown in Fig. 3 into strips in the lateral
that was that a fully developed plug flow could be “destabi- gjrection. The long time averaged solids fraction by defini-
lized” by increasing the fraction of relative tangential energytion remains constant in the system but the solids fraction
lost during a collision, i.e., an increaseicould change the  profile changes with the form of inhomogeneity that is
fully developed state from a plug flow to a wavy state. Thus,present. Figure 1@) shows that when the system exists as a
relatively small changes in the value gfhad a significant  pjug flow (L/W=1), the solids fraction is lower near the
effect on the flow behavior of the granular material. In con-41ls and denser in the center of the flow. When the
trast, simulations were carried out where the particle—walk_shaped wavy flow is present, fofW= 2, the dense region
coefficient of restitution,, was changed from-0.4 10 0, s no longer constrained to the center of the pipe and the
and the results were practically identical. Finally we reiter-ayerage solids fraction profile broadens slightly. For a
ate, that although the quantitative details of exactly whergymped systeml/W= 10, the particles within the clump
the transition from one flow structure to the other did changegre more densely populated than in plug flow and the solids
changing the frictional parameters led to the same basic iffaction profile has a sharper peak in the center of the chan-
homogeneities described above. nel.

) " , The single long time averaged velocity, flux, and granu-
B. Effect of inhomogeneities on the flow properties lar temperature are also affected by structure formation. Al-

As defined above, flow properties such as kinetic stresghough the velocity profiles are fairly similar for plug flow
collisional stress and granular temperature are averageahd clumping the average velocity decreases when the
quantities>® Typically when reporting the flow behavior of S-shaped wave is presefgee Fig. 1(b)]. The decreased
granular materials, researchers are interested in defining \locity directly reduces the flux of material when the sys-
single long time average over the entire sysfeéf?! For  tem exhibits an S-shaped wave as shown in Figc)L®hen
systems that are homogeneously distributed, a single longalculating a single system value for the flux and velocity it
time average value of these quantities can be appropriatbecame apparent that these values are 10% smaller for a
Not only is the issue of appropriate averaging important tosystem with S-shaped wavy flow than one with plug flow or
simulations of granular flows, but it is also directly relevantclumping. Examining the granular temperature emphasizes
to many continuum theories, which assume that there arthe effect of clumping on global system properties. The pro-
length scales above which inhomogeneities can be ignored dite and system averaged granular temperature for plug flow
averaged outsee Ref. 52 For a simple shear system the and the S-shaped wavy flow are fairly similar but when a
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) @ directions isM, andM,, respectively(see caption An ad-
Tk ‘ ‘ ditional complication is that to accurately capture the effect
of inhomogeneities, local averaging must be performed such
that the position of the structure does not vary significantly
over the time span of calculation. Therefore, the stresses
were calculated by averaging the global properties over a
period of two collisions per particle. Over this time span the
wave only moves a small fraction of the flow domain.

The local average velocity was computed by averaging
the velocity of the particles in each cell. However the local
average velocity is dominated by the velocity in the vertical
FIG. 11. Local steady-state flow properties of a system witwv=2,  direction for the systems in Figs. 11 and 1Zhus a vector
W/d=33.3,7,,=0.31,e,=0.85,¢,=0.97, and$’ =0.6.M,=16,M,=8.  plot of the local average velocity shows vectors of approxi-
e i o e el st s o oot MLl e same lengih painting vertically downwayd
;Sztggrellj(icr)]etic pressure) (?ontour plot ofplocal avérage graﬁular tempera- order to see the variations in the local averag? VQlOCIty we
ture. have subtracted out the system average velocity in the flow

direction. In Figs. 1(b) and 12b) this shifted local average

velocity is plotted. Since the equations describing the motion
system is clumped there is an increase in the granular tenyf the particles are Galilean invariant this is equivalent to
perature. viewing the system from a moving frame of refererim®v-

The effect of density variations on local system proper-ing at the system average velodityt should however be
ties is shown in Figs. 11 and 12, which depict a one-humpegoted that the motion of the walls must also be accounted for
wave and a clumped system, respectively. These figures such a moving frame of reference, i.e., the equations are
show a scatter plot of the particles in the system, the locaGalilean invariant only if the average velocity is also sub-
collisional and kinetic pressures, the granular temperature agacted from the wall velocity. Thus if viewed from a frame
well as the local velocity of the material in the system. Theof reference moving at the system average velocity then the
collisional and kinetic pressure is the sum of the normalyalls would be moving at minus the system average velocity.
components of the collisional and kinetic stresses, respegt can be seen that the local velocities in the dense regions of
tiver. Because instantaneous values of these properties C@"Ione_humped wave or a C|ump have a fa|r|y constant mag-
fluctuate _significantly due to the discreteness of thenjtude. In addition one can easily discern that the motion of
systent,”**local averages should be calculated over as muckhe material follows the path of the wave or clump. In con-
data as possible. The pressures and granular temperatufgst, the velocities in the dilute regions have a larger range
were, therefore, calculated by dividing the systems intoof values and have relatively large magnitudes in the radial
equally sized cells, which contain an average of seven pagirection. The vectors describing the material adjacent to the
ticles per cell. The number of cells used in tkeandy  walls are pointing upward because this material moves sig-
nificantly slower than the bulk and thus the vertical value
relative to the vertical system average velocity is negative.
[Alternatively, in a frame of reference moving at the system
average velocity, the walls would be moving upwardst
shown).]

The local collisional pressure values in both Figs(cll
and 12c) vary by more than an order of magnitude over the
flow domain. It is apparent from these figures that the colli-
sional pressure is highest in the dense regions. The increase
of collisional stress in the denser regions is caused by the
particles in those areas having a shorter mean free path and
colliding more frequently than if the particles were homoge-
neously distributed. In addition the reverse is true; material
in the more dilute regions has a larger mean free path and
thus collides less frequently resulting in a reduced collisional
pressure. It is important to note that the range of values of
- i - collisional pressure is twice as large for the clumped system
0 20 20 8 than for the one-humped wave, which indicates that the

larger, clumped system, can experience more extreme pres-
FIG. 12. Local steady-state flow properties of a system ithV=4, sures than the smaller, one-humped wave system.
W/d=33.3,v,4=0.31,8,=0.85,e,=0.97, and¢’ =0.6. M,=32, M, =8. The kinetic pressure and granular temperature can be
(@ Scatter plot of particle positiongp) shifted_ I_ocal average fluctuation seen in Figs. 11 and 12. As shown in E@S) the local
velocity, (c) contour plot of local average collisional pressui@), contour . . ) . )
plot of local average kinetic pressurés) contour plot of local average fluctuation velocity directly affects the kinetic pressure. In
granular temperature. these plots both the kinetic pressure and the granular tem-

(c) (d) (e)

By AR S 0|
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perature are lowest in the dense regions where the one (@ (d)
humped wave or clump is present. The low values of these 2]
quantities are due to the fact that the fluctuation velocity of = | »
the particles in these regions is fairly constant. Near the Walls‘:l;1 1
and in the more dilute regions of the system there is a larger
range of velocities and the kinetic pressure and granular tem:
perature are larger.

From Figs. 12d) and 1Ze) it becomes apparent that not
only are the granular temperature and kinetic stresses lowes
in the region of the clump but there is a region directly below _ 41
the clump where the granular temperature is the greatest®.,
This is due to the fact that the largest gradient in velocities is *
directly below the clump. Once again the range of values of g5 og . 05 10 025 000 025 050
kinetic pressure and granular temperature are significantly T O
larger for the clumped system than for a one-humped wave, © ®
indicating that the larger, clumped system, can experience _ |
more extreme conditions than the smaller, one-humped wave
system. Such data was also examined for a plug and two-”LL£1 17
humped wave and the same qualitative features were dis e o
cerned, although the range of values in the plug was some: 45 o5 10 15 20 025 o000« 025 050
what smaller. Tw Ty

In order to quantify(and further examinethe observa- FIG. 13. Frequency distribution of the stress tensor of a system With
tion that the clumped system exhibited the largest range i&33_3,,,2d:o_31,ep:0_85| e,=0.97, andg’=0.6. (@) 75, (b) 75, ()
the stresses we have computed stress distributions. In pat,, (d) 75, (@ 7%, ) =, (- - - - LIW=1, — L/W=4). For L/W
ticular, we have examined the distribution of the values of=1 Mx=4, M,=8; for L/IW=4, M, =16, M,=8. The cells used to mea-
the stresses for the clumped system and compared this ¢ the stresses were centeregaD.6875 W.
results for a plug flow. For the distributions reported in this
work, local stresses were calculated by examining equally
sized cells within the simulated domain that contained, orare observed. In all cases considered, the collisional stress
average, 14 particles. The number of cells used inxthed  distributions for the clumped system have a greater fre-
y directions isM, andM, respectivelysee caption These quency of the largest and smallest values than the system
values were chosen to keep the sfaad aspect ratjoof the  experiencing plug flow. The increased frequency of the larg-
cells the same for the different systems. The stresses wesst values is represented by the longer tail of the distribu-
then calculated in each cell over a time span of two collisiongions, which is more apparent fat, andr,, . There are less
per particle. In order to collect better statistics this procedurenarked differences between the kinetic stress distributions
was carried out as the system advanced in time, i.e., the locér the plug flow and clumped system. In particular the dif-
stresses were measured in time windows of two collisiongerences are mostly quite small and thus it is not as easy to
per particle. The distribution of all these values in time wasascribe a general trend to the data. However, we can say that
then determined. Choosing the value of temporal averaginm all cases the frequency of the largest and smallest values
as two collisions per particle was done to maximize thefor the clumped system are greater than or equal to that for
amount of averaging in a length of time that did not allowthe plug flow. Distributions were also computed for cells at
significant motion of the structure being examined. Resultglifferent y-locations in the flom(not shown and the same
for a smaller amount of time or smaller cells gave the basigeneral trendsdiscussed aboyevere observed.
features discussed below. The increase of frequency of the smallest and largest

The frequency distributions of the kinetic stress and col-values of the stresses for a clumped system can be attributed
lisional stresses for simulations with the material propertiego the large variation in local particle densities that exists
listed in Table | and./W=1 and 4, are shown in Fig. 13. when this type of inhomogeneity is present. As shown in Fig.
The frequency distributions are based on stresses measur@8dhe clumped systems are characterized by a region of very
in cells at a singlgy-location in each of the flowgsee cap- high solids fraction surrounded by dilute regions. The most
tion). It can be seen that all the distributions are positivelydensely populated regions of the clumped system experience
skewed. In Figs. 1@&)—-13(c) the collisional stress distribu- a much greater number of collisions per unit time than any
tions are plotted and both the plug flow and clumped systemeegion of the system with plug flow, resulting in higher val-
have similar shapes. In Figs. @3-13f) the kinetic stress ues of the collisional stress. Although the percentage of very
distributions are plotted and as before, the plug flow andigh values of the stress may not be large, they can still have
clumped systems have similar shapes. It should be noted thaignificant impact on the system. For example, when consid-
the 7., and 7,, components of the kinetic and collisional ering particle attrition the largest values of collisional stress
stresses are always positive as they involve squaring the veentrols the amount of particle breakage which occtifthe
locity or impulse componentsee Eqs(5) and(6)]. This is  increase in the frequency of the largest and smallest values of
not the case for,, where both negative and positive values the kinetic stress in a clumped simulation can also be attrib-

0.0 05 1.0 15 20 -0.25 0.00 o 0.25 0.50

(e
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FIG. 14. Power spectrum density, of the transition
from plug flow to a one-humped wave for a system with
L/W=2, W/d=33.3, ,4=0.31, e,=0.85, €,=0.97,
¢'=0.6, N;=24, andN,=12. Cone plots of power
spectrum at dimensionless timés t=0.5, (b) t=5.
Corresponds to Figs.(8 and 3b).

uted to the diverse environment present in a clumped systermto cells, resulting in an even distribution df; X N, data
The uniform velocity of the particles on the clump, shown in points in the space domain, where the subscripts refer to the
Fig. 12b), results in lower kinetic stresses in that region. Inx andy coordinates, respectively. The FFT algorithmviar-
addition, the interaction between regions of high and lowLAB is used to generate ax; by N, matrix of (generally
density in a clumped simulation results in high fluctuationcomplex Fourier expansion coefficiends, The dimensions

velocities and thus high values of the kinetic stress. of X were set to exactly match the density data set dimen-
sions to avoid automatic truncation or addition of zero values
C. Temporal evolution of flow regimes by the mATLAB algorithm. This avoids generation of sharp

In order to quantify the instability modes and examined_'scom'nw“es’ which would lead to f_qlse Fourier coeffi-
cients adjacent to the true values, trailing off abl.1The

the development of the different flow regimes, we have car- lex Fouri fficient dt i
ried out a Fourier analysis of the density fields. Hopkins andPOMPIEX Fourer coetnicients were used to compute power

Louge and Wang and Torig>*investigated density inhomo- spectra, ar_1d here the values of the power maRpare cal-

geneities in granular flows using a fast Fourier transformcuIated using

(FFT). In the former work, structure was correlated with the 2-X-conj(X)

magnitude of the total stresses in the flow, while in the latter ~P= TINN,)Z (11

cases Fourier methods were used to track density wave for- 12

mation. A similar Fourier analysis is used here to examine  This form of the power function is normalized by the

the development of the wavy and clump flow regimes in the(squared denominator value, to remove the dependence of

spatial domain, by monitoring dominant frequencies in wavepower on the mesh size chosen. Power spe&ydpr the

number space. Fourier transforms of the density fields are depicted as sur-
A two-dimensional FFT is used to quantify the ampli- face plots(which are shown in Figs. 14—L6where peak

tude of density fluctuations. As described in the previousamplitudes correspond {@,; ,| in the general Fourier series

section, density fields were generated by dividing the systerterm a; , exi2#((b; X/L)+ (b, y/W))] (where a; , is com-

FIG. 15. Power spectrum density, of the transition
from plug flow to a two-humped wave for a system
with L/W=3, W/d=33.3, v,4=0.31, e,=0.85, e,
=0.97, ¢'=0.6, N;=36, andN,=12. Cone plots of
power spectrum at dimensionless tim@st=2, (b) t
=4.9,(c) t=28.6.

y 00
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FIG. 16. Power spectrum density, of the transition
from plug flow to a clump for a system with/W=4,
W/d=33.3, v,4=0.31, e,=0.85, e,=0.97, ' =0.6,
N,=48, andN,=12. Cone plots of power spectrum at
dimensionless time&) t=2, (b) t=7.5, (c) t=10, (d)
t=28.8. Corresponds to Figs(e&d—5(d).

plex), and the coordinates ¢ correspond to the harmonic times corresponding to the scatter plots in Fig®)-66(d).
valuesb; andb, . Due to the symmetry oP about the Ny-  The plug flow initial condition, with a peak 40,1) transi-
quist frequency, half of the peak values for power in each otions to a three-humped wave dominated by peak [BAb
the x andy directions are redundant, and, as in Wang andsee Fig. 1€b)]. The transition to the clump condition corre-
Tong, only the first quadrant of the power matrix will be sponds to the appearance of a new peak ELA), which
analyzed. Nonetheless, there is significant difficulty in distin-eventually eclipses all other peaks except peak A at the larger
guishing the nonconstant Fourier coefficients in the presencéme values.
of large amplitude constant terms in each density function Greater resolution in the wave number space and addi-
expansion. This problem is exacerbated since the amplitudigonal higher modes could be investigated by decreasing the
of the constant term peak isx2larger than all other peaks interval size over which locally averaging is performed to
(except for the peak corresponding to the Nyquist frequencygenerate the density data, although this would result in in-
due to symmetry properties. For this reason, the mean valugreased noise. In effect, this would increase the sampling
of the density over the entire spatial domainximndy was  frequency in the spatial domain. However, it should be noted
removed from the power spectra. This was achieved by sethat the additional resolution in the spatial domain would not
ting the (0,0) coefficient ofX to zero.(This simple filter was result in greater resolution in the wave number space, but
imposed after the FFT was executed instead of removing thevould only allow more of the higher frequency modes to
mean before transforming, to avoid generating false coeffibecome apparent. In Figs. 14-16, only the first six wave
cients from the resulting sharp discontinuitjes. number ordinates in each direction were plotted. The other
The temporal development of the power spectra are desrdinategtotaling 12 in theW direction, and up to 48 in the
picted in Figs. 14—-16 for systems corresponding to the pak direction are not shown due tdqi) The symmetry of the
rameters in Table | and increasingW ratios. The corre- power spectrum around the Nyquist frequency, @ndthe
sponding fully developed density waves can be seen in Figact that the peaks of all other frequencies lower than the
3. Figure 14 depicts a system withW=2, simulated from Nyquist frequency were negligible. Also, a common signal
the plug initial condition, and at dimensionless times correprocessing practice is to impose a window on the data to
sponding to the scatter plots in Figgaband §b). A domi-  counter the effects of discretization when sampling the spa-
nant peak, labeled A, can be observed at wave nuitth&y,  tial domain, to reduce leakage of power amplitudes to the
where the first ordinate refers to the vertical directionThe  peaks of adjacent Fourier coefficients. In this case, window-
transition from a plug to the one-humped wave is marked byng was deemed unsatisfactory since generation of false co-
the birth of a second peak B &1,1), which grows to a efficients that fall off as M, and 1N, would be expected.
maximum size and then remains almost constant as the onés relatively few modes were expected, and the absolute
humped wave structure reaches full development. For thenagnitude of the power spectrum peaks are not as important
L/W=3 case shown in Fig. 15, an equivalent behavior isas relative growth rates, the additional complexity of win-
observedsee Fig. &) for the corresponding fully developed dowing was avoided.

wavel]. From the initial plug structure, where tti@,1) peak The dominant frequency instability modes represented
(Peak A is dominant, the two-humped wave develops,by peaks at(1,1), (2,1), and (3,1) represent antisymmetric
which corresponds to the growth of a Peak G231). Simi-  density modes confined by the system dimensions. One

larly, theL/W=4 case in Fig. 16, is shown for dimensionless could expect that for sufficiently long systems, the antisym-
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(a) significant fluctuation(amplified by the log plot of these
12 modes due to the modulation of the wave as it moves
plug wave through the channel. Similar trends are observed in the
10 (¢« > L/W=3 case(not shown. Turning toL/W=4 case shown
8 1 in Fig. 17b), peak A is at a maximum initially, when the
) plug flow is most pronounced. Peak D then starts to emerge
a6 as the three-humped wave forms. The log plot shows initial
9',4 i growth of this mode is relatively rapid, until the wavy flow is
£ established, and growth terminates. The amplitude of the
2 plug flow, peak A, remains fairly constant during this time,
0 although a decrease can be seen at the establishment of the
S-shaped wavy flow. To reach the clump flow at longer
-2 times, peak E afl,0) grows before leveling off as the clump
0 2 4 6 8 10 forms. It appears that the amplitude of the three-humped
t wave condition, peak D &8,1), decreases correspondingly.
At long times there is significant fluctuation in th8,1)
(b) mode while the(1,00 mode levels off to a fairly constant
12 value. The Fourier analysis was also applied to S-shaped
plug wave clump waves and clumps for other parameter values, and similar
10 1>« > results were observed.
8 .
g
9-54 . IV. COMPARISON WITH THEORETICAL PREDICTIONS
2 We have shown using particle dynamic simulations that
0 gravity flow of a granular material in a channel is not uni-
form but exhibits three distinct forms of inhomogeneities: A

plug, an S-shaped wave and a clump. Wang! 3 investi-

0 10 20 30 40 gated channel flow by examining the equations of motion for
t granular flow with constitutive relationships proposed by
FIG. 17. Temporal evolution of Fourier modes for a system whid Lun et al® and showed that density wave formation is a
=33.3, vp4=0.31,€,=0.85,€,=0.97, and$’=0.6. Plot of InP/P,) for ~ Manifestation of a dynamical instability. They investigated
dominant modes against dimensionless time(#@L/W=2, transition from  both the (base fully developed flow as well as the linear
]Pr';% t°| O”te'hll‘mpeo' WAaV%;'l'A (Ao,lg ':'lB (:135 (tl’)o'-’W=4' transition  stability of these solutions to small perturbations. Plug flow
plug to clump. - A (0.1 -A-D (3.0, -M- E (1.0. was observed as the steady state, fully developed density
profile. The base state was then found to be linearly unstable
to perturbations in the form of density waves. Eigenfunctions
metric wave frequencies would occur at higher and higherorresponding to the unstable eigenvalues were also exam-
frequencies in the (or L) direction. Indeed for the case of ined and these took the form of an antisymmetric traveling
L/W=10 [corresponding to Fig. (8], Fourier analysis wave and two types of symmetric traveling waves. Wang and
shows the dominance of a peak(@tl), corresponding to a Tong™ examined the temporal evolution of each individual
seven humped wave. This again collapses to a single clummode through numerical simulation and Fourier analysis.
at longer times, but not before two clumps become visible,The resulting density inhomogeneities they observed can be
and a peak of2,0 is observed. However, this condition is broadly classified within the categories of a plug, an
not stable and eventually collapses to the one clump mod8-shaped wave and a cluniplthough they were not dis-
(0,1) as peakE dominates. cussed in this way In this section a direct comparison of the
The transient development of each of the dominant fredensity waves from our particle dynamics simulations and
quency peaks identified above is tracked in Fig. 17. Wanghe linear stability analysis of Waret al° and the numeri-
and Tong® distinguished between linear and nonlinearcal simulation of Wang and ToAg will be discussed. It
growth of each mode in the continuum model using plots ofshould be noted that their analyses considered a three-
In(P/Py), where P, is the initial amplitude of each power dimensional system in which the motion of the particles was
peak, and the same depiction is used here. In the preseobnfined to a two-dimension&2D) plane. A comparison be-
study, the amplitudes generally increase with time, except fotween the three-dimensionéD) theoretical stability analy-
the main lateral mod€0,1), which decreases as the central sis and the two-dimensional results presented in this work
plug structure becomes less dominant for wavy and clumpedan be accomplished by a conversion of the solids fraction.
flows. For theL/W=2 case shown in Fig. 1&), growth of = The conversion, which we used in this work, was derived
peak B to a plateau level marks the development of the stableased on a comparison between a hexagonal lattice and an
S-shaped wave flow condition. Even at long times there i$CC unit cub&® and can be expressed as
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(a) (b) (©)
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wheree is the void fraction and is equal to-1v.

We carried out simulations for the same particle diam-
eter, density and specularity coefficient as in the continuum
stability analysis and numerical simulation. They examined a
range of system parameters includigd, solids fraction,
and coefficient of restitution of the particles and coefficient
of restitution of the walls. They found that the coefficient of
restitution for collisions between particles and walls had
little effect on the overall flow behavior, as was observed in
this work. Their study examined three systems in detail in-
cluding a system with &//d=66, three-dimensional solids
fraction of v3p=0.15,e,=0.95,¢"'=0.6, ande,,=0.97. For
this set of parameters, they observed that the base plug flow
is unstable to both symmetric and antisymmetric density
waves. The dominant instability occurs at a wavelength of
1.3 times the width of the system and is an antisymmetric
instability; the addition of the density eigenfunction to the
base(plug flow) state would appear to result in a flow struc-
ture similar to the one-humped wavy flow observed in Fig.
3(b) [see Fig. 14) of Ref. 30 and Fig. 12 of Ref. 33(It
should be noted that Wareg al3° and Wang and Tortg plot
two vertical periods of their periodic box. In addition the FIG. 18. Scatter plots of the position of the particles at statistical steady
waves presented by Wang and Ta:f‘lgl’e stretched in the State for systems of varying sizéV/d=66, v,4=0.31, e,=0.95, e,

: S . =0.97, and$’ =0.6. (8) L/W=0.5, (b) L/IW=2, (c) L/W=4,
vertical direction and plotted in square boxes.

One would expect to observe the dominant instability in
systems that are larger than the wavelength of the dominant
instability. For this set of parameters, the wavelength of thecomes unstable to fluctuations in the vertical direction and a
symmetric instability is larger than the dominant wavelengthone-humped wave is apparent. For even larger systems,
and therefore would not be manifested in this system; thé/W=4, a two-humped antisymmetric instability is observed
addition of the symmetric density eigenfunction to the baseand this develops into a two-humped density wave. The
(plug flow) state would appear to result in a flow structure growth of two(and more¢ humped waves can be understood
similar to a clump. These results indicate that in simulationdrom (and are in accord withthe linear stability results of
with L/W greater than 1.3 we would expect to find antisym-Wang et al>® They considered the fate of only single-
metric density wavegsassuming that nonlinear effects do not humped modes but they employed periodic boundary condi-
completely change the structure of the waves predicted btions in the vertical direction; this means that any results for
their analysis This is born out by our numerical experi- a one-humped mode in a channel of lengthwill be the
ments where we indeed do observe an antisymmetric instsame as those for the corresponding two-humped mode in a
bility (see Fig. 18 although exact quantitative agreement ischannel of 2 and a three-humped mode in a channel bf 3
not observedas discussed belgwWang and Tong investi- and so on. They observe the maximum growth réte
gated the Fourier modes of this antisymetric density wavesingle-humped modgst L =1.3W. Thus there also exists a
instability>3 and observe two series of peaks. The series thawo-humped mode in channel of=2.6 W (twice the origi-
grows initially (also the linear instabilifycorrespond to the nal length which would develop at this same maximum
peaksA-B discussed abovén Sec. Il Q. Wang and Tong growth rate. Thus by the very fact that the maximum growth
also see all of thé\ peaks of the series cede to a new set ofrate is atL =1.3W, one can conclude that the growth rate of
peaks. Although the discreteness inherent in this particle dya single-humped mode in a channellst 2.6 W will be less
namic simulation does not afford the same resolution as ththan the growth rate of the two-humped mode in this chan-
Fourier transforms in the continuum study, the investigationsiel. This same argument holds for channel lengths than are
in frequency space do add support that both simulations gemot multiples of that corresponding to the maximum growth
erate the same phenomena. rate. Thus, the linear stability results also explain the obser-

Figure 18 shows the fully developed state for our simu-vation that in systems of large lengths we observe the initial
lations with equivalent parameters to the continuum studydevelopment of many-humped S-shaped waiEe Sec.
W/d=66, v,p=0.31 (equivalent ofv;p=0.15, €,=0.95, IllA). As it turns out these many-humped waves later go on
¢'=0.6, ande,=0.97. This figure shows that when the to coalesce to form a clump but this can be interpreted as a
L/W=0.5 the system is stable and flows as a plug. As theesult of nonlinear effectévhich cannot be captured by the
size of the system increases ahdW=2 the system be- linear stability analysis We note, that while Wang and
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(b) mode in Fig. 19 strongly resembles the eigenfunction plot
: shown in Fig. 14f) of Wanget al®° It is also of interest to
compare the wave velocities that the continuum work pre-
dicts with those we observe. F&/W=2 we compute a
dimensionless wave velocity for the S-shaped wave of 7.7
+1.6 while Wanget al3° compute a phase velocity of 10.8
corresponding to the maximum growth rate.

Wang et al*® also considered a system with \&/d
=33.3, v3p=0.15, e,=0.95, ¢’ =0.6 ande,,=0.97. (This
system has material properties equivalent to the two-
dimensional system listed in Table | but with an increased
value ofe,.) They found that the base plug flow is only
unstable to symmetric density waves; the addition of the den-
sity eigenfunction to the bagplug flow) state would result
in a flow structure similar to the clump observed in Fi¢d)3
[see Fig. 14b) of Ref. 30 and Fig. 7 of Ref. 33Simulations
of systems with the same parameters as this systesimg
vo,p=0.31 which is equivalent ta;p=0.15 for L/W as
large as 20 showed a plug flow and did not exhibit clump
formation. The lack of agreement in this system is most

likely due to the conversion between two and three-
FIG. 19. Contour plot of a system at statistical steady state With=2, dimensional systems.
W/d=66, v,4=0.31, e,=0.95, €,=0.97, and¢'=0.6. (a) Locally aver-
aged eigenfunctiongb) z=A sin(x)sin(y).

Although Wanget al2° do not report results for a system
equivalent to the two-dimensional system listed in Table I,
the solution fore,=0.85 would only change quantitatively
Tong® did capture nonlinear effects in their simulations, theyfrom ep,=0.95. From their results fag,=0.95, it is apparent
only examined the fate of one-humped disturbances. that the instability with the highest growth rate can either be

For the above-mentioned case there is qualitative agreex symmetric or an antisymmetric density wave depending on
ment between the particle dynamic simulations and the lineathe wavelength of the instabilityalthough the highest
stability analysis in that the basic structures we observe cagrowth rate is negative for wavelengths smaller than 6.28
be inferred from the linear stability analysis, although exactand, therefore, only symmetric density waves have positive
guantitative agreement for a given parameter value is nagrowth rates The transition from the antisymmetric insta-
observed. Perhaps this is not surprising given the uncertairbility to the symmetric instability occurs at a wavelength of
ties with the conversion of the volume fractions. In addition,3.92. We can now suggest how these results will change as
as discussed by Wargt al,*° the equations of motion used e, is decreased. Decreasiagtends to make the system less
in their work were derived with the assumption that the co-stable and results in an increase of the growth rate of an
efficient of restitution differs only slightly from unity. instability at a particular wavelength. Instabilities that previ-

In any event, a linear analysis only predicts the directionously had negative growth rates could have a positive growth
of growth of instabilities and is only valid near the steadyrate at lowere,. It is possible that a system with a lower
solution. A more instructive comparison would be to com-value ofe, has negative growth rates for small wavelengths.
pute (the equivalent of eigenfunctions directly from our Then at some wavelength smaller than the transition from
simulations and compare those results with the eigenfuncantisymmetric to symmetric instabilities the growth rate
tions presented by Wanet al®° This was accomplished by would be positive and antisymmetric density waves would
using a fully developed plug flow state as the initial condi- manifest. As the wavelength is increased there would then be
tion for a larger system thatve know) will become unstable a transition, above which the symmetric instability would
to density waves. As expected a density wave started to deccur. This is indeed what we found and presented in Fig. 3.
velop and a snapshot of this low amplitude wave was takernThese simulations show that for small systems the flow is
A contour plot of the density distribution of the plug flow stable and exists as a plug. As the size of the system is
state was subtracted from the contour plot of the low ampliincreased the system becomes unstable to fluctuations in the
tude wave to construct a density “eigenfunction.” This vertical direction and wavy flow is apparent. WheAN is
eigenfunction is shown foL/W=2 in Fig. 19a). Although  further increased symmetric instabilities are manifested by
the contours represented in these figures are not smoothe appearance of a clump. However even in this case there
curves, due to the discrete nature of the simulations, the aris an important difference: Wangt al®® and Wang and
tisymmetric one-humped instability, discussed above, is apfong® show results where the only unstable mode is a sym-
parent from this plot. The corresponding Fourier analysis ofmetric traveling wave. In such a case the instability of the
this system shows that the dominant Fourier mode iplug takes the form of a symmetric wave that develops into a
sin(x)sin(y); this Fourier modéwith a vertical phase shifis  clump that moves through the system. While we have carried
plotted in Fig. 19b). This Fourier mode was computed ear- out hundreds of simulations for a large range of parameter
lier as Peak B(1,1) for the L/'W=2 case. The computed values we have never seen a purely symmetric instability act
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on the plug. Instead we always observe the presence of aheory of dense gasés®?° For channel flow, further con-
antisymmetric mode at short times. For systems of largéinuum and particle dynamic work is needed in order to af-
L/W the symmetric mode does come into plag discussed ford a definitive comparison. Moreover, continuum theories
above and as time progresses it even dominates; and a fullpssume that there is scale separation between properties of
developed clump state is observisge Fig. 5. At the same the flow that are of the scale of grairisicroscopi¢ and

time, we should note that the inherent noise in the MD simu-global system propertie$macroscopig It is inherent to
lations and the difficulty in separating linear and nonlinearthese models that there are length scales above which system
effects means that we cannot rule out that lihear insta-  properties can be averaged. In general, density wave forma-
bility is purely symmetrical for some of the runs. We shouldtion directly affects the flow properties of the system. Sys-
also point out that our results do not rule out the possibilitytems must therefore be modeled either at scales which cap-
of parameter ranges existing where the purely symmetriture structure formation or coarse-grid models must include
mode dominates. In any event it is of interest to compare theorrections which account for the additional effects of inho-
wave velocities we observe for a clump with those computeanogeneities. Work on coarse-grid models has been initiated
in the continuum analysigtaking into account that the, for gas—particle flows’ The prevalence of inhomogeneities
values are differemt For the clump in Fig. @) we computed in granular flows suggests that coarse-grid models may be
a wave velocity of 9.8:0.8 while Wanget al®° compute a  appropriate for granular flows.

phase velocity of 7.2 corresponding to the maximum growth

rate. . _ ACKNOWLEDGMENTS
We are unable to compare our results with the third sys-

tem examined by Wanet al®® because it is an extremely This work has been partially supported by the National
dense system and tHequivalent simulation used for this Science Foundation and the National Aeronautics and Space

study experiences inelastic collap€eln summary Wang Administration. We would like to acknowledge the assis-

et al2° and Wang and Torig observe a base plug flow state tance of Clay Sutton.

and instabilities that take the form of antisymmetric or sym-

metric density waves. We do qualitatively observe the baséj. T. Jenkins and M. W. Richman, “Plane simple shear of smooth inelastic

state and the types of instabilities predicted by the linear circular disks: the anisotropy of the second moment in the dilute and dense
o : : : limits,” J. Fluid Mech. 192 313(1988.

stability analysis. .Morgvoer _both the continuum gnalysus e}ndzcl S. Campbell, “Rapid granular flows.” Annu. Rev. Fluid Medg, 57

molecular-dynamic simulations lead to traveling density (1999

waves that can be characterized as S-shaped waves 0. R. Walton, H. Kim, and A. D. Rosato, “Microstructure and stress dif-

C|umps_ However' for the parameter values we examined theferences in shearing flows,” iMechanics Computing in 1990's and Be-

- P - yond edited by H. Adeli and R. SierakowskASCE, New York, 1992

results do not agree_ quantltatlvely' Once again, thl_s COUI_d be|. Goldhirsch and N. Sela, “Origin of normal stress differences in rapid

due to the conversion between two and three-dimensionalgraylar flows,” Phys. Rev. B4, 4458(1996.

systems resulting in inaccurate values of solids fraction; the’H. M. Jaeger, S. R. Nagel, and R. P. Behringer, “The physics of granular

lack of agreement could also arise from the inherent assumpJnaterials,” Rev. Mod. Phys58, 1259(1996.

6 “ : H : n
. . . . . . °W. L. Vargas and J. J. McCarthy, “Heat conduction in granular materials,
tion in the continuum equations that the coefficient of resti- , .- 1.47, 1052 (2001,

tution differs only slightly from unity. ’C. S. Campbell and C. E. Brennen, “Chute flows of granular materials
some computer simulations,” J. Appl. Mecb2, 172(1985.
8K. Hui and P. K. Haff, “Kinetic grain flow in a vertical channel,” Int. J.
V. CONCLUSIONS Multiphase Flow12, 289 (1986.
SM. A. Hopkins and M. Y. Louge, “Inelastic microstructure in rapid granu-
The formation of density inhomogeneities during gravity lar flows of smooth disks,” Phys. Fluids 3 47 (199)).
driven flow of granu'ar material in a channel has been examJ;OB. E. Sanders and N. L. Ackerman, “Instability in simulated granular
. P . ... chute flow,” J. Eng. Mech117, 2396(1991).
ined. Three distinct steady Stat? forms ,Of In,h,omOgenelt'e%l. Goldhirsch and G. Zanetti, “Clustering instability in dissipative gases,”
have been observed. A parametric study identified the impor-ppys. Rev. Lett70, 1619(1993.
tant system parameters and how they affected the type &fi. Goldhirsch, M.-L. Tan, and G. Zanetti, “A molecular dynamical study of
inhomogeneity which is observed. It was found that a varia- 9ranular fluids I: The unforced granular gas in two dimensions,” J. Sci.
tion in system and particle properties can significantly affect Comput.8, 1 (1993.
: . ) 3R. Gudhe, R. C. Yalamanchili, and M. Massoudi, “Flow of granular ma-
the formation of density waves but the wall properties We terials down a vertical pipe,” Int. J. Non-Linear Mec29, 1 (1994
considered had little effect. The effect of density variations™L. S. Mohan, P. R. Nott, and K. K. Rao, “Fully developed flow of coarse
within the flow domain on global system properties was ana- glrggular materials through a vertical channel,” Chem. Eng. 52i.913
Iyzeq, _and the tempor_a_l evolution of CharaCter'St'(_: Fou”erls.]. C. Chen, “Clusters,” inProgress in Fluidized and Fluid Particle Sys-
coefficients was quantified. It was found that density waves tems edited by D. King(American Institute of Chemical Engineers, New
could significantly change flow properties such as stresses,York, 1996.
pressures, and granular temperature. Finally, simulation re-S- Dasgupta, R. Jackson, and S. Sundaresan, “Turbulent gas—particle flow
. . in vertical risers,” AIChE J40, 215(1994.
sults were then compared with the theoretical results 0f7C. M. Hrenya and J. L. Sinclair, “Effects of particle-phase turbulence in
Wanget al3® and Wang and Torig and fairly good qualita-  gas—solid flows,” AIChE J43, 853 (1997).

tive agreement was found for the types of instabilities and®M. S. Detamore, M. A. Swanson, K. R. Frender, and C. M. Hrenya, “A
density waves that were observed kinetic theory analysis of the scale-up of circulating fluidized beds,” Pow-

. . . . . . der Technol116, 190(2002.
Particle dynamic simulations have provided an ideahsg p |iss and B. J. Glasser, “The influence of clusters on the stress in a

means of testing continuum theories derived from the kinetic sheared granular material,” Powder Techridl§, 116 (2007).

Downloaded 11 Apr 2008 to 133.11.199.19. Redistribution subject to AIP license or copyright; see http://pof.aip.org/pof/copyright.jsp



3326 Phys. Fluids, Vol. 14, No. 9, September 2002 Liss, Conway, and Glasser

2c. 5. campbell and A. Gong, “The stress tensor in a two-dimensional predictions of gas—particle flow in a vertical pipe with particle—particle

granular shear flow,” J. Fluid Mech.64, 107 (1986. interactions,” Powder Techno84, 23 (1995.

210. R. Walton and R. L. Braun, “Stress calculations for assemblies of*°C. K. K. Lun and S. B. Savage, “A simple kinetic theory for granular flow
inelastic spheres in uniform shear,” Acta Me®8, 73 (1986. of rough, inelastic, spherical particles,” J. Appl. Me&#, 47 (1987.

#c. s. Campbell, “The stress tensor for simple shear flows of a granulaflp, C. Johnson, P. Nott, and R. Jackson, “Frictional-collisional equations of
material,” J. Fluid Mech203 449 (1989. motion for particulate flows and their application to chutes,” J. Fluid

%3, B. Savage and R. Dai, “Studies of granular shear flows wall slip ve- Mech. 210, 501 (1990.

24|00iti95, ‘layering, and self-diffusion,” Mech. Matefl6, 225(1993. 42D. C. Rapaport, “Large-scale molecular dynamics simulation using vector
C. K. K. Lun and A. A. Bent, “Numerical simulation of inelastic frictional and parallel computers,” Comput. Phys. R&p1 (1988.
spheres in simple shear flow,” J. Fluid Me2b8, 335 (1994. 43M. Nakagawa and T. Imaizumi, “Simulations of rapid bimodal granular

?°B. E. Sanders and N. L. Ackerman, “Microstructures in rapid gravity flows,” in Advances in Micromechanics of Granular Materiagslited by
channel flow,” in Advances in Micromechanics of Granular Materials . H. Shen, M. Satake, M. Mehrabadi, C. S. Chang, and C. S. Campbell
edited by H. H. Shen, M. Satake, M. Mehrabadi, C. S. Chang, and C. S. (g|sevier Science, Amsterdam, 1992

26Campbe|I(Elsevier Science, Amsterdam, 1992 o #C. K. K. Lun, “Granular dynamics of inelastic spheres in Couette flow,”
J. Lee and M. Leibig, “Density waves in granular flow: A kinetic wave  ppys. Fluidss, 2868(1996.

27appr0ach," J. Phys. 4, 507 (1994 ) . _ “X. M. Zheng and J. M. Hill, “Boundary effects for Couette flow of granu-
T. P_oschel, “Recurrent clogglng and density waves in granular material |5 materials: Dynamical modelling,” Appl. Math. Mode20, 82 (1996.

Zsﬂowmg through a narrow plpe,“J. Phys.4| 499(1994. ) _ “M. Alam and P. R. Nott, “The influence of friction on the stability of
G. Peng and H. J. Herrmann, “Density waves of granular flow in a pipe |, v nded granular shear flow,” J. Fluid Me@43 267 (1997).

using lattice-gas automata,” Phys. RevAf, R1796(1994. 4TA. Karion and M. L. Hunt, “Wall stresses in granular Couette flows of
2T, Riethmuller, L. Shimansky-Geier, D. Rosenkranz, and T. Poschel, monosized parti(;Ie_';, and'binary mixtures.” QI]?’owder Techridl9, 45
“Langevian equation approach to granular flow in a narrow pipe,” J. Stat. (2000 '

Phys.86, 421 (1997. s . _
0C.-H. Wang, R. Jackson, and S. Sundaresan, “Instabilities of fully devel- C.-H. Wang, R. Jackson, and S. S:Jndare_san, Stability of bounded rapid
oped rapid flow of a granular material in a channel,” J. Fluid Me242, shear flows of a granular material,” J. Fluid Me&08 31 (1998
b P g C g D. Liss, “The effect of microstructure on the flow of granular materials:

179(1999. ; . ) X . ) .
31A. Valence and T. Le Pennec, “Nonlinear dynamics of density waves in simple shear and gravity driven flow,” Ph.D. thesis, Chemical and Bio-
) ) ’ chemical Engineering, Rutgers Univers{8001).

ranular flows through narrow vertical channels,” Eur. Phys. B, B23 : : ) .
31998 9 4 S0A. D. Rosato and H. Kim, “Particle dynamics calculations of wall stresses

%2C. K. K. Lun, S. B. Savage, D. J. Jeffrey, and N. Chepurniy, “Kinetic and slip velocities for Couette flow of smooth inelastic spheres,” Con-

theories for granular flow: Inelastic particles in Couette flow and slightly 51“”“”"‘ Mech. Thermodyrb‘_, 1 (1%94" .

inelastic particles in a general flow field,” J. Fluid Med0, 223(1984). B. J_. Gla_sser gnd l. Goldhlrsch," Scale dep_endence, correlations and fluc-
3C.-H. Wang and Z. Tong, “On the density waves developed in gravityszt“at'qns in rap|7d granular flows,” Phys. F|UIC3§, 407 (2003.

channel flows of granular materials,” J. Fluid Meat85, 217 (2002). B Miller, C. O’'Hern, and R. P. B_ehrlnger, Stress fluctuations for con-
3. Horikawa, A. Nakahara, T. Nakayama, and M. Matsushita, “Self- tinuously sheared granular materials,” Phys. Rev. L&t.3110(1996.

organized critical density waves of granular material flowing through a~ C- S- Campbell, “Impulse strengths in rapid granular shear flows,” Acta

pipe,” J. Phys. Soc. Jpr§4, 1870(1995. o Mech. 104, 65 (1994, ) _ S
3J. P. Raafat, J. P. Hulin, and J. P. Herrmann, “Density waves in dry granu- C--H. Wang and Z. Tong, “Transient development of instabilities in
lar media falling through a vertical pipe,” Phys. Rev.58, 4345 (1996. bounded shear flow of granular materials,” Chem. Eng. S8j. 3803

360. Moriyama, N. Kurowa, M. Kanda, and M. Matsushita, “Dynamics if _ (1998.
granular flow through a vertical pipe: Effect of medium flow,” J. Phys. >°B. P. B. Hoomans, J. A. M. Kuipers, W. J. Briels, and W. P. M. Van Swaaij,
Soc. Jpn67, 1616(1998. “Discrete particle simulation of bubble and slug formation in a two-
37J.-L. Aider, N. Sommier, T. Raafat, and J.-P. Hulin, “Experimental study dimensional gas-fluidised bed: A hard sphere approach,” Chem. Eng. Sci.
of a granular flow in a vertical pipe: A spatiotemporal analysis,” Phys. 51, 99 (1996.
Rev. E59, 778(1999. 6M. Alam and C. M. Hrenya, “Inelastic collapse in simple shear flow of a
%), Hua and C.-H. Wang, “Electrical capacitance tomography measure- granular medium,” Phys. Rev. B3, 061308(2001).
ments of gravity-driven granular flows,” Ind. Eng. Chem. R88, 621 57K. Agrawal, P. N. Loezos, M. Syamlal, and S. Sundaresan, “The role of
(1999. mesoscale structures in rapid gas—solid flows,” J. Fluid Mdeth, 151
39, A. Yasuna, H. R. Moyer, S. Elliott, and J. L. Sinclair, “Quantitative  (2007).

Downloaded 11 Apr 2008 to 133.11.199.19. Redistribution subject to AIP license or copyright; see http://pof.aip.org/pof/copyright.jsp



